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Abstract—This article demonstrates the feasibility of using a multistate degraded system analysis for obtaining much more accuracy in reliability evaluation. The proposed method is capable of estimating system-level reliability, while mission profile and physics of failure of the system’s items are taken into account. In addition, the self and mutual degradation effects of items on the operation of the global system have been considered. Not only does the proposed framework can be employed in determining the reliability of the degraded systems in terms of multistate functions, but also obtains the states of the systems by estimating the system state probabilities. As an application, a power electronic system containing three critical items has been studied. In this case study, two power semiconductors and a capacitor have been considered as three degradation processes and their aging effects on the useful lifetime estimation of the power electronic system has been discussed.
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I. INTRODUCTION

A CONVENTIONAL binary-state reliability model in which only two possible states, namely perfectly functioning and complete failure, are assumed for a system and its components are inadequate to present the multistate inherent of complicated engineered systems [1]–[3]. In many real engineered applications, particularly power electronic systems, there exist several intermediate states for characterizing health of the systems [4], [5]. Therefore, a multistate system model is able to manifest the sophisticated degrading (aging) behaviors of the engineered system beyond the binary-state model [6]–[9].

The deteriorating process of a component or a system may be accelerated owing to aging. Accordingly, static reliability assessment has not been able to estimate the reliability of a system [10]. A dynamic reliability assessment method for a multistate system through the aggregation of multilevel inspection data is developed [11], [12]. In these studies, the state of a system is extracted owing to the imperfections of inspections. The inspection data are able to be simultaneously or asynchronously gathered across multiple levels of the system. Although the reliability function of the system can be dynamically updated, this method is unable to address the cases in which an inspector is related to multiple components, which is the case in engineered systems.

Stochastic processes [13], [14], extended the decision diagram-based methods [15]–[17] and the universal generating functions [18], [19] have proposed some frameworks for dynamic reliability assessment in which the failure rate of items have been considered time dependent. Although the model is capable of considering degradation dependencies, its implementation for the higher number of components is complicated and time consuming. Furthermore, they are failing to consider the mission profile of the system.

Liu et al. [20] proposed a new reliability model for the multistate systems with state transition dependency. They used copula functions to characterize the dependence among states transitions and to construct a multivariate distribution. Huge computational burden owing to the high-dimensional integration in the likelihood function and more unknown parameters is the main detriment of this approach.

In order to attain the reliability specifications and risk functions of the multistate systems, an approach based on an inverse $L_2$ transform is proposed by Lisnianski and Ding [21]. However, the dependence of system components is not taken into account. Song et al. [22] proposed the stochastic multivalued models for evaluating the reliability of a multistate system with dependent multistate components. The major defect in this method is the difficulty of precise performance estimation of the multistate components due to the challenges associated with the probability of the state’s determination.

A multilayered vector-valued continuous-time Markov chain was utilized to obtain a stochastic dependency [20] among multistate components in [23] and [24] and an aggregated Markov process was employed to mitigate the computational complexity resulting from system reliability evaluation. However, its inability to take into account the self-degradation of components and lack of consideration of mission profile and failure root causes are the detractors of this method.

Failure to consider mission profile of the system, inability to take into account the mutual and self-degradation effects (dependencies) on the performance of system, inability to use deterministic knowledge (i.e., physics of failure (PoF)) which is necessary for design for reliability in the engineering systems), and inability to correlate components states to the system states that may simplify the extraction of the data inspection and
complexity of implementation are the detriments of the aforementioned studies posing considerable challenges in reliability assessment of the multistate degraded systems.

To bridge above gap, a novel PoF-based reliability assessment framework is proposed in this article. This method converts a dependent system to a multistate independent system by discretizing the global system states to the specific state space. In each state of the global system, detached operating conditions are assumed. In the proposed method, the mission profile of the undertaken system has been considered, as shown in Fig. 1. The translated mission profile has been applied to the Rainflow algorithm in order to sort the complex data to the understandable data. The sorted data are also applied to the lifetime model of an item. The output of the lifetime model is one or more failure indicators. The trends of failure indicators have been curve fitted and finally applied to the main multistate degraded system reliability assessment. Based on the failure criterion of each item and its corresponded degradation levels, a state for the system will be defined. Accordingly, a multistate system is defined based on the items’ degradation states.

The remainder of this article is as follows. Section II puts forward the newly proposed multistate degraded system reliability assessment. Section III deals with the proposed method’s application to the power electronic system and expressing experimental procedure. While results and discussion are presented in Section IV, a conclusion is drawn in Section V.

II. MULTISTATE DEGRADED SYSTEMS

A multistate degraded system analyzing flowchart is shown in Fig. 2. Based on the field experiences and analytic investigation, one can divide the components into two different categories, namely effective and ineffective. Effective items’ degradation directly affects the system reliability by changing its state. However, it is not the case in the ineffective components. These items directly cause the system to the failure state provided that they reach to their failure criteria. Regarding this figure, degradation processes of system’s components and their uncertainties are applied to the effective items in which their degradations affect the system state. For effective components, different functional states as well as their corresponding intervals are defined. Then the system functional state space and the mapping function ($H_C$ matrix) between the components states and system states are defined. Finally, one can estimate system reliability by assessing nonfailure system states’ probabilities and reliability of ineffective as well.

A. System Description

A system can be constituted by several subsystems or items that are exposed to various failure processes. In a reliability point of view, some important issues have to be considered: 1) the degradation of every item does not follow a constant trend (constant failure rate) due to the wearing out manner, which is also accelerated by aging; 2) the degradations of different items can affect the degradation process of the other items by changing the operational point of the considered system; and 3) mission profile does play a central role on the wearing out behavior of the items. Accordingly, the degradation trends (process) of the items have to be considered based on the mission profile. In addition, by dividing different system degraded states (new operational points), the effect of mutual and self-degradations of the items in the system will be considered. The degradation process of effective items is considered as a function of time and is denoted by $Y_i(t)$, $i = 1, 2, \ldots, k$. However, the degradation of ineffective items does not affect the system operating points (system state).

Therefore, there is no need of considering degradation processes and only their complete failures ($D_j(t)$, $j = 1, 2, \ldots, \ell$) can affect the system’s failure. $k$ and $\ell$ are the number of effective and ineffective items, respectively, (also $k + \ell = n$, where $n$ is the total number of items in the global systems).

Since every item is initially in its perfect states $M_c$, the global system is also being in its perfect state. By time passing (aging), the effective items may reach either another degraded state, namely $(M - 1)_i$, or system failed state $(F)$. After degradation, the item can reach the other state, namely $(M - 2)_i$, or failure state. A transition may be occurred from any system states to the failure state whenever an ineffective item fails owing to the random shock which is subjected to.

The degradation process may continue and passed all the aging stages till the last degradation state, i.e., $0_k$ reaches. If the system reaches the last degradation state, there is an imperfection in the functionality of the system, and the system must be considered as a failure (state 0). Fig. 3 demonstrates the system block diagram of the multiple competing degradation processes including effective and ineffective items. In Fig. 3, the above part presents the degradation process of effective

Fig. 1. Global flowchart of reliability assessment of an n-component system.

Fig. 2. Analysis procedure of a multistate degraded system (see Fig. 1).
items (components) and the bottom part presents the degradation process of ineffective items. While ineffective items may directly lead to the catastrophic failure owing to the mission profile they are exposed to, the degradation processes of the effective items may lead an item to transmit from healthier state to either the more degraded states or the catastrophic failure state. Although the system can continue working during the degraded states, it does not work in the perfect state. Thereby, some imperfect states have to be defined for the system, as shown in Fig. 3.

B. Method Assumptions

Some assumptions in formulating this newly proposed method have been defined as follows.

1) The system consists of $M + 2$ states in which state 0 and state $F$ are both complete failure states. State 0 represents that the degradation threshold has been exceeded and state $F$ demonstrates a complete (catastrophic) failure occurred at time $t$.

2) It is assumed that there is no repair and maintenance performing on the system (system is nonrepairable).

3) It is assumed that degradation processes of effective items, i.e., $Y_i(t)$, are nonnegative, strictly nondecreasing functions at time $t$ owing to irreversible accumulation of damages.

4) It is assumed that $Y_i(t)$, $i = 1, 2, \ldots, k$ and $D_j(t)$, $j = 1, 2, \ldots, \ell$ are statistically independent. It means that the degradation process of one item in its specific state does not have an effect on the others.

5) The system is in the perfect state at time $t = 0$.

6) The system may fail either owing to the each effective degradation process, i.e., $Y_i(t) > G_i$, $i = 1, 2, \ldots, k$ or owing to each ineffective degradation process, e.g., $D_j(t; \eta, \beta) > B_{kj}$, $j = 1, 2, \ldots, \ell$, where $G_i$ and $S_j$ are the critical values for the effective degradation processes and threshold value in which the probability of failure process will reach a specified point $S_j$ for ineffective items, respectively.

7) The critical value $G_i$ depends upon the function of the intermediate degradation states of the systems.

C. Methodology

As it was mentioned, the degradations of different effective items can affect the degradation processes of the other items by changing the operational point of the system. For example, by degradation of item 1, some of its critical values will vary that can change the operating point of the system and lead to accelerated aging of the other items. This accelerated aging caused by the other items has been called mutual degradation effects. This operating point change can also accelerate item 1 degradation. This accelerated aging caused by the item itself has been called self-degradation effects.

1) Formulating Effective Degradation Processes in Terms of Discrete State Space Sets: The $k$ effective degradation processes have been considered here. For each of them, a finite number of different discrete states has also been taken into account. The state space is denoted by $\Omega_i = \{M_i, (M - 1)_i, \ldots, 1, 0_i\}$, $i = 1, 2, \ldots, k$ corresponding to the degradation process $i$ with $M_i$ states. $M_i$, $i = 1, 2, \ldots, k$ may or may not be the same and $M_i < \infty$.

Degradation processes are defined by the finite number of states. As an example, $Y_i(t)$ falls into the predefined intervals corresponding to the specified intermediate degradation states. Let define the intervals as follows: $[0, W_{Mi}]$, $[W_{Mi}, W_{Mi-1}]$, $\ldots$, $[W_{2i}, W_{1i}]$ where $W_{Mi} > W_{Mi-1} > W_{Mi-2} > \ldots > W_{1i}$, as shown in Fig. 4. $W_{Mi}$ is the intermediate threshold value for the $i$th degradation process. Fig. 4 demonstrates a sample degradation trend. As it is clearly observed, the degradation trend follows an accelerated strict-increasing pattern. Intervals are, respectively, corresponding to the intermediate degradation states as $M_i$, $(M - 1)_i$, $\ldots$, $1_i$, $0_i$.

Mathematically, one can find the relationship between the degradation processes states and their corresponding intervals as expressed in (1) as follows:

$$
\begin{align*}
&0 < Y_i(t) \leq W_{Mi} \quad \Rightarrow M_i \\
&W_{Mi} < Y_i(t) \leq W_{(M-1)i} \quad \Rightarrow (M - 1)_i \\
&\vdots \\
&W_{2i} < Y_i(t) \leq W_{1i} \quad \Rightarrow 1_i \\
&G_i = W_{1i} < Y_i(t) \quad \Rightarrow 0_i.
\end{align*}
$$

2) System State Space: System state space is defined as $\Omega_{\Omega_i} = \{M, \ldots, 1, 0, F\}$ considering $M + 2$ distinct states. In this section, a relationship between the effective degradation processes $\{\Omega_i, F\}$, $i = 0, 1, \ldots, k$ and the global system state space $\Omega_{\Omega_i}$ will be established. It is assumed that the system is not in its catastrophic failure state ($F$) at the time $t$. Therefore,
one can cross out the state $F$ from the global system state space.

Thus, a correlation between $\Omega$ and $\Omega_1$ is required instead of a
correlation between $\Omega$ and $\{\Omega_1, F\}$, $i = 0, 1, \ldots, k$.

A mapping function has to be defined for relating these
two different sets as $f: \mathbb{R} = \Omega_1 \times \Omega_2 \times \cdots \times \Omega_k \rightarrow \Omega = \{M, M-1, \ldots, 0\}$ here $\mathbb{R} = \Omega_1 \times \Omega_2 \times \cdots \times \Omega_k = \{(i_1, i_2, \ldots, i_k) | i_1, \Omega_1, i_2, \Omega_2, \ldots, i_k, \Omega_k \}$ is a
cartesian product as the input space domain, and shown in Fig. 5. The
domain and the range of the mapping function have been indicated
in Fig. 5(a). $H_c$ is the mapping matrix with the dimensions of
$(M_1+1) \times (M_2+1) \times \cdots \times (M_k+1)$ in which $M_i$ is the
number of probable states for the $i$th effective items and $i = 0, 1, \ldots, k$
For example, for $k = 3$, a three-dimensional (3-D) mapping
matrix is required. Thereby, the first item constitutes the
rows of the mapping matrix, the second one constitutes the
columns of the mapping matrix, and the third one constitutes the
pages of the matrix, as shown in Fig. 5(b). Mapping matrix
$H_c$ has mapped the different input states to the specific output
global states containing $M + 1$ distinct states.

While different rows of mapping matrix $H_c$ are allocated
to different intermediate degradation states of the first item,
different columns and pages are allocated to the second and
the third items, respectively. The elements of $H_c$ represent
$f(i_1, i_2, \ldots, i_k) = P$ in which $i_1, \in \Omega_1, i_2, \in \Omega_2, \ldots, i_k, \in \Omega_k$ and
$P \in \{M-1, M-2, \ldots, 1, 0\}$. Regarding Fig. 5(b), the first elements
of mapping matrix $H_c$ in whole the matrix pages and the
first column and the first row of the first mapping matrix
page as well have been demonstrated by $\times$. These elements are
not achievable, because if one of the items reach its failure state
($0_i$), the system stops working and necessarily the others cannot
reach their failure states as well. All the other elements in the
first page, in which the third element is in its failure state ($0_h$),
are equal to zero. In addition, for all the matrix pages, the first rows
and the first columns (except the first element) are also zero due
to the zero states of the first and the second items degradation
states. The last element of mapping matrix $H_c$ is the perfect
state of the global system ($M$) in which the system is initially in
it because all the effective items are in their healthy (perfect)
states. The other elements in $H_c$ are imperfect states belonging
to the global state system $\Omega$ except $M$, namely global system
perfect state. Some other elements also may be considered zero
when the items are in their low states. It means that in the states
in which some of the effective items are roughly degraded, one
can define those states as the global degraded states.

Time-to-failure of the global system is defined as follows:

$$T = \min \{t : Y_i(t) > G_i, i = 1, 2, \ldots, k \text{ or } F_j > B_{S_j} \}$$
$$j = 1, 2, \ldots, l.$$

All the degradation processes including effective and ineffect-
ive items are competing in the reliability of the global system.
However, the global system will be failed provided that the only
one of the degradation processes exceeds its critical value.
Accordingly, for all combinations of $Y_i(t), i = 1, 2, \ldots, k$
and also for all combinations of $D_j(t), j = 1, 2, \ldots, l$, following
events never occurred:

$$P \left\{ Y_i(t) > G_i \right\} = \sum_{i=1}^{k, i \neq i} \bigcup_{j=1}^{k, j \neq j} D_j(t) < B(S_j), \quad j = 1, 2, \ldots, l \right\} = 0$$

$$P \left\{ D_j(t) > B(S_j) \right\} = \sum_{i=1}^{k, j \neq j} \bigcup_{j=1}^{k, j \neq j} Y_i(t) < G_i, \quad i = 1, 2, \ldots, k \right\} = 0$$

$$P \left\{ D_j(t) > B(S_j) \right\} = \sum_{i=1}^{k, j \neq j} \bigcup_{j=1}^{k, j \neq j} Y_i(t) < G_i, \quad i = 1, 2, \ldots, k \right\} = 0.$$

It means that if one of the effective or ineffective items reaches
its failure state, the global system will fail and thereby the
combination of the other items in their failure states will never
happen. Thus, the probability of any combination of the failure
states of effective and ineffective items becomes zero.

The function $f: \mathbb{R} = \Omega_1 \times \Omega_2 \times \cdots \times \Omega_k \rightarrow \Omega = \{M, M-1, \ldots, 0\}$ has to meets the following requirements:

1) $f(M_1, M_2, \ldots, M_k) = M$ and $f(0_1, a_2, \ldots, a_k) = f(a_1, 0_2, \ldots, a_k) = f(a_1, a_2, \ldots, 0_k) = 0$, where
$a_1, \in \Omega_1, i = 1, 2, \ldots, k$.

2) $f$ is a monotonic strictly nondecreasing function for each
argument. For example,

$$f(a_1, a_2, \ldots, a_k) \geq f(b_1, a_2, \ldots, a_k), \quad a_1 \geq b_1$$
$$f(a_1, a_2, \ldots, a_k) \geq f(a_1, b_2, \ldots, a_k), \quad a_2 \geq b_2$$
$$f(a_1, a_2, \ldots, a_k) \geq f(a_1, a_2, \ldots, b_k), \quad a_k \geq b_k$$

where $a_1$ and $b_1 \in \Omega_1, i = 1, 2, \ldots, k$.

In real applications, different degradation state combination
can generate the same outputs. Thereby, in the mapping matrix
$H_c$, there may be the same outputs in the different elements.
Following definition has to be considered for explaining this
similarity in the mapping matrix.

**Definition:** The $i$th equivalent category $R_i$ is defined as

$$R_{m} = \left\{ (a_1, a_2, \ldots, a_k) | a_1 \in \Omega_1, a_2 \in \Omega_2 \right\}$$
$$m = 0, 1, \ldots, M$$
where \( R_m \) demonstrates all the possible degradation state combinations that generate the global system state \( m \), and \( R_0 \) and \( R_M \) are the distinct subsets dividing \( R \) to the \( M + 1 \) equivalent categories so that

\[
R = \bigcup_{m=0}^{M} R_i.
\]

(6)

D. Reliability Assessment

In this section, the probability density function and mean time to failure will be obtained on the state probabilities mentioned in Section II-C. Initially, the global system is considered to be in its perfect state, i.e., \( M = f(R_M) \). The probability of being in state \( M \) yields by

\[
P_i(M) = P_i(f(R_M)).
\]

(7)

As defined, \( R_m \) illustrates all the possible degradation state combinations leading to the global system state of \( m \). The probability of being in state \( m \) yields by

\[
P_i(m) = P(f(R_m)).
\]

(8)

The probability of the catastrophic failure state (\( F \)) is evaluated by

\[
P_i(F) = P \{ Y_i(t) \leq G_i \} \approx 1, 2, \ldots, k, D_j(t) \geq B(S_j) \} \{ j = 1, 2, \ldots, l \}.
\]

(9)

The system reliability \( R(t) \) can be assessed by

\[
R(t) = P \{ \text{global system state } \geq 1 \} = \sum_{m=1}^{M} P_i(m)
\]

(10)

where \( P_i(m) \) is the probability of being in the global system state of \( m \).

Assuming \( T \) as a continuous random variable of mean time to failure, one can calculate the mean time to failure as follows:

\[
E[T] = \int_0^\infty \left\{ \prod_{i=1}^{k} P \{ Y_i(t) \leq G_i \} \times \prod_{j=1}^{l} (F_j(\eta, \beta)) < B(S_j) \right\} dt
\]

(11)

where \( F_j \) is the probability function of the \( j \)th ineffective item. The results in (11) would strongly depend on the first term in integration, i.e., effective degradation processes.

III. APPLICATION TO POWER ELECTRONIC SYSTEMS

In this section, we consider a power electronic system, containing various components individually confronted to different failure mechanisms. Every component has effects on the system operating conditions during its working. It has been proved that the components’ degradations can extensively be effective in power electronic systems’ operating points [25]. A power electronic system contains various components, which each of them may be sensitive to the various failure mechanisms leading to aging (parameter drifting). Among all the power electronic components, power semiconductors, and capacitors as well are both said to be the critical components as a reliability point of view [26].

In addition, it is notable that the power semiconductors’ degradations can strongly affect the power electronic systems’ electrical and thermal operating points. It was illustrated in [25] that the junction temperature of the insulated-gate bipolar transistor (IGBT) was increased from 140.3 to 170.5 °C during the aging which significantly affected the operating points of the system. However, it was not the case in the power capacitor’s degradation. During capacitor aging, its parameters were considerably varied but these parameters drifting did not lead to an operating point change [25]. Although the reliability of capacitors, thereby, would be considered here, power capacitors’ failure mechanisms are beyond this study and the interested readers can refer to [27].

A. Failure Mechanisms of Power Semiconductors

Regarding the critical stressors (steady-state temperature and temperature swing), the two most critical failure mechanisms are electrothermomechanical fatigue and creep [28]-[30]. Regarding physical structure of power semiconductors comprising various layers with different coefficients of thermal expansion, a meaningful set of shear and normal stresses are induced in these layers [28]. Thereby, electrothermomechanical stresses have been occurred during the power semiconductor operations leading to the plastic and elastic strains through the bodies and eventually either producing some microcracks and microvoids or growing preinduced microcracks and microvoids. The creep and creep-fatigue failures are the events activated with the rise in temperature above the one-third of melting point of metals [30]. The mentioned events are intensified upon passing of the time, when high temperature induces viscous effects to the materials. The evolution of creep damage includes the formation and growth of microvoids, microcrack formation at intergranular sites, and their coalescence in the crystals triple points [31], [32].

B. Failure Indicator of Power Semiconductors

Parameters drifting (due to degradation) plays a major role in the failure definition. In the literature, several parameters drifting has been reported [29]. However, the thermal resistance (\( R_{th} \)) is a common parameter drifting in power semiconductors and can affect device performance significantly during its aging [29].

As previously mentioned, die-attach degradation is illustrated by the crack growth and void coalescence in the solder joint. Elasto-visco-plasticistic strain in the solder joint owing to the creep-fatigue failure mechanisms is the main factor in the die-attach deterioration [33]. Since Coffin–Manson–Arrhenius lifetime model [34], [35] has been widely employed for lifetime estimation, the thermal resistance degradation processes may be expressed as follows [33]:

\[
\Delta R_{th} = K \left\{ \exp \left( A \times \Delta T_j^\alpha \times \exp \left( \frac{N}{Q/R_{m}} \right) \right) - 1 \right\}
\]

(12)

where \( A, \alpha, \) and \( K \) are both constant and device dependent, \( R \) and \( Q \) are the gas constant (8.314 J mol⁻¹ K⁻¹) and internal energy, and \( T_m \) is the mean junction temperature of devices in Kelvin. \( \Delta T_j \) expresses the junction temperature swing of devices in degree celsius. \( N \) is the number of cycles applied to the power semiconductors. The deterioration trend of thermal resistances, in the two mostly applied power semiconductors, i.e., IGBT and diode, was extracted from an accelerated power cycling (APC) aging test and is shown in Fig. 6. This figure demonstrates the deterioration trends of thermal resistances of the power diode and IGBT as a function of thermal cycles.
C. Experimental Procedure

In this setup, a power current is periodically injected into the device under test (DUT) and, thereby a junction temperature swing (ΔT) is induced in the chip. Every heating up and cooling down in the junction of DUT has been defined as a distinct one power cycle. APC is continued till the failure indicators reach the defined failure criteria. The number of cycles before fulfillment of the failure criteria has been considered as a number of cycles to failure ($N_F$) for different temperature swing and mean temperature levels.

JESD22-A105C, JESD22-A122A, JESD22-A104E, JESD6-59B, and JESD91A are the most well-known APC testing standards. But they have never gone into much detail of the circuit design regarding different applications and various failure mechanisms. That is why various studies have been undertaken by proposing their customized APC tests [35]–[38].

For obtaining the degradation processes of IGBT and power diodes, a conventional accelerated aging test has been done. In this case, IGBT and diode were exposed to cyclic thermal variations. In this study, APC aging test was employed by injecting a constant current into the IGBT and power diode. Under studied devices were 600 V–15 A IGBT and internal power diode of Infineon components, namely IKP15N60T. It has been reported that the solder layer degradation is the most probable failure site in power semiconductors [28], [29].

In this test, there were eight different conditions (different mean temperatures and temperature swings) for IGBT and power diodes. For each of them, there were four diodes and IGBTs for making the results much more accurate and reliable. Therefore, 32 IGBTs and 32 diodes were under the test.

For avoiding the catastrophic failure and changes in failure mechanism, the maximum current of 15 A was injected into the devices. This current injection led to a conduction power loss in the device which was finally leading to a temperature rise in the devices’ dies. It led to a maximum temperature $T_{j_{\text{max}}}$. It should be noted that the devices were mounted on a cold plate with fixed temperature. Therefore, after stopping current injection, the temperature of devices decreases to the temperature of cold plate $T_{j_{\text{min}}}$. The relaxing time for the devices was much more to make sure that the devices’ junction temperatures have reached $T_{j_{\text{min}}}$. This APC test had continued until device reached its failure criteria.

APC tests were performed for various mean temperatures and temperature swings for both IGBT and power diodes. The 130, 110, 90, and 70 °C temperature swings for the mean temperature of 105 °C, and 110, 70, and 70 °C for the mean temperature of 95 °C were the different conditions of APC tests for preparing number of cycles to failure degradation model (see Fig. 6).

IV. RESULTS AND DISCUSSIONS

In this section, APC results (degradation processes of IGBT and diode) are illustrated and discussed. In addition, the newly proposed reliability assessment method is applied to a specific power electronic converter as a case study in the hybrid electric vehicle as an interface between the battery bank and driving system exposed to WLTP-class3 driving cycle.

A. APC Test Results

Tables I and II list the results of the power cycling accelerated tests. In this power cycling tests, junction to case thermal resistance (as the failure indicator) had been evaluated through thermosensitive electrical parameter. It has to be mentioned that during these tests, junction to case thermal resistance exceeded the failure criterion (20% increase) [25]. It stands to reason that by solder degradation (producing voids and cracks), an increase in the junction to case thermal resistance has been led.

<table>
<thead>
<tr>
<th>Test code</th>
<th>Temperature swing (°C)</th>
<th>$T_{\text{mean}}$ (°C)</th>
<th>ΔT (°C)</th>
<th>Mean number of Cycles to Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>40-170</td>
<td>130</td>
<td></td>
<td>6853</td>
</tr>
<tr>
<td>A2</td>
<td>50-160</td>
<td>110</td>
<td></td>
<td>8303</td>
</tr>
<tr>
<td>A3</td>
<td>60-150</td>
<td>90</td>
<td></td>
<td>10212</td>
</tr>
<tr>
<td>A4</td>
<td>70-140</td>
<td>70</td>
<td></td>
<td>13820</td>
</tr>
<tr>
<td>B1</td>
<td>40-150</td>
<td>110</td>
<td></td>
<td>9825</td>
</tr>
<tr>
<td>B2</td>
<td>50-140</td>
<td>95</td>
<td></td>
<td>12233</td>
</tr>
<tr>
<td>B3</td>
<td>60-130</td>
<td>70</td>
<td></td>
<td>16102</td>
</tr>
<tr>
<td>B4</td>
<td>70-120</td>
<td>50</td>
<td></td>
<td>NA</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test code</th>
<th>Temperature swing (°C)</th>
<th>$T_{\text{mean}}$ (°C)</th>
<th>ΔT (°C)</th>
<th>Mean number of Cycles to Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>40-170</td>
<td>130</td>
<td></td>
<td>6266</td>
</tr>
<tr>
<td>C2</td>
<td>50-160</td>
<td>110</td>
<td></td>
<td>7603</td>
</tr>
<tr>
<td>C3</td>
<td>60-150</td>
<td>90</td>
<td></td>
<td>9625</td>
</tr>
<tr>
<td>C4</td>
<td>70-140</td>
<td>70</td>
<td></td>
<td>12006</td>
</tr>
<tr>
<td>D1</td>
<td>40-150</td>
<td>110</td>
<td></td>
<td>9051</td>
</tr>
<tr>
<td>D2</td>
<td>50-140</td>
<td>95</td>
<td></td>
<td>11208</td>
</tr>
<tr>
<td>D3</td>
<td>60-130</td>
<td>70</td>
<td></td>
<td>14864</td>
</tr>
<tr>
<td>D4</td>
<td>70-120</td>
<td>50</td>
<td></td>
<td>NA</td>
</tr>
</tbody>
</table>
Tables I and II, the higher the mean temperature and temperature swing, the lower the number of cycles to failure. It is worthy to mention that for each condition, four different IGBTs/diodes had been under the test. B4 and D4 were not accessible (NA) and achieved owing to the low-temperature swing during the test.

B. Reliability Assessment

The analysis procedure applying to this case study is based on Fig. 2 and the materials explained in Section II.

1) Component Type Determination: A power converter containing two critical effective components, namely IGBT and power diode, and one critical ineffective component, namely power capacitors, has been assumed. There are three distinct items as system reliability point of view in which the system would be failed provided that one of these items is being failed. Power capacitor is considered as an ineffective item with $D(t)$ time to failure distribution following the Weibull damage model $(D(t) \sim W(\eta, \beta))$, where $\eta$ and $\beta$ are the scale factor and shape factor, respectively.

2) Degradation Processes of Effective Items: The degradation trends of the effective items have to be considered based on the mission profile for which the system/items are exposed to. The degradation processes of IGBT and power diode are considered as a function of time and denoted by $Y_1(t)$ and $Y_2(t)$, respectively. The degradation trends of IGBT and power diode in four different conditions have been shown in Fig. 6. These trends have been in terms of thermal cycles while they have to be in terms of time for reliability assessment. Accordingly, the WLTP-class driving cycle mission profile has been translated from the vehicle speed to the thermal cycling data via the power electronic electrical model, power loss model, and thermal model [25]. Then this set of complex data has been inserted to the rain flow algorithm [30] to be sorted. Finally, this set of sorted data has been applied to the Coffin–Manson–Arrhenius lifetime model [see (12)] for evaluating the degradation processes as a function of time. Based on the aforementioned procedure, one can obtain time-dependent degradation paths of IGBT and power diode as follows:

$$Y_1(t) = \begin{cases} 1.1500 + 2.246 \times 10^{-6}t & 0 < t < 25602 \text{ h} \\ 1.2075 + 2.438 \times 10^{-6}t & 25602 < t < 49194 \text{ h} \\ 1.2650 + 2.562 \times 10^{-6}t & 49194 < t < 71634 \text{ h} \\ 1.3225 + 2.812 \times 10^{-6}t & 71634 < t < 92082 \text{ h} \end{cases}$$

and

$$Y_2(t) = \begin{cases} 1.900 + 7.124 \times 10^{-6}t & 0 < t < 13336 \text{ h} \\ 1.995 + 7.189 \times 10^{-6}t & 13336 < t < 26552 \text{ h} \\ 2.090 + 7.670 \times 10^{-6}t & 26552 < t < 38912 \text{ h} \\ 2.185 + 7.740 \times 10^{-6}t & 38912 < t < 51192 \text{ h} \end{cases}$$

(13)

Regarding the above-mentioned equation, one can find the accelerating degradation of power semiconductors, i.e., IGBT and power diode. Each of the constant in (13) is assumed to be normally distributed with 5% variation for considering uncertainties. Fig. 7 demonstrates the degradation trends of IGBT and power diode and their corresponding degradation states.

3) Defining Effective Items’ State Spaces: The power converter has two effective degradation processes. For each of them, five different discrete states have also been taken into account. Their state spaces are denoted by $\Omega_1 = \{1_1, 3_1, 2_1, 1_0, 0_1\}$ and $\Omega_2 = \{2_1, 3_2, 2_2, 1_2, 0_2\}$. The perfect states of them are $4_1$ and $4_2$ and the failure states are $0_1$ and $0_2$. Accordingly, once either IGBT or power diode reaches their zero states, the system is failed.

4) Defining Effective Items’ Intervals Corresponded to Their State Spaces: $Y_1(t)$ and $Y_2(t)$ fall into predefined intervals corresponding to their five intermediate degradation states. Since 20% increase in the junction to case thermal resistance has been considered as the failure criterion, 5% step increase in the junction to case thermal resistance is considered for discretizing the degradation trend to five intermediate states for both IGBT and power diode. Let consider the intervals as follows: $\{[1, 1.05], (1.05, 1.1], (1.1, 1.15], (1.15, 1.2], (1.2, \infty)\} \times R_{th,\text{nominal}}$. Nominal junction to case thermal resistances of IGBT and diode are 1.16 °C/W and 1.9 °C/W, respectively. Therefore

$$0 < Y_1(t) \leq 1.2075 \Rightarrow 4_1$$
$$1.2075 < Y_1(t) \leq 1.265 \Rightarrow 3_1$$
$$1.265 < Y_1(t) \leq 1.3225 \Rightarrow 2_1$$
$$1.3225 < Y_1(t) \leq 1.4 \Rightarrow 1_1$$
$$G_1 = 1.4 < Y_1(t) \Rightarrow 0_1$$

and

$$0 < Y_2(t) \leq 1.995 \Rightarrow 4_2$$
$$1.995 < Y_2(t) \leq 2.09 \Rightarrow 3_2$$
$$2.09 < Y_2(t) \leq 2.185 \Rightarrow 2_2$$
$$2.185 < Y_2(t) \leq 2.3 \Rightarrow 1_2$$
$$G_2 = 23 < Y_2(t) \Rightarrow 0_2$$

(14)
5) Defining System State Space and Mapping Matrix:
The power system state space is assumed as \( \Omega_t = \{4, 3, 2, 1, 0, F\} \) consisting six distinct states. Assuming that at time \( t \), the system is not in its catastrophic failure state \( (F) \), one can assume \( \Omega = \{4, 3, 2, 1, 0\} \) instead of \( \Omega_t \). Mapping matrix of following equation is also assumed:

\[
H_c = \begin{bmatrix}
0_2 & 1_2 & 2_3 & 3_2 & 4_2 \\
0_1 & 0 & 0 & 0 & 0 \\
1_1 & 0 & 0 & 1 & 1 \\
3_1 & 0 & 1 & 2 & 3 \\
4_1 & 0 & 1 & 2 & 3 \\
\end{bmatrix}
\]

Accordingly, one can numerate \( R \) as

\[
R = \begin{cases}
\{0_1, 1_2\}, \{0_1, 2_2\}, \{0_1, 3_2\}, \{0_1, 4_2\}, (1_1, 0_2), (1_1, 1_2), (1_1, 2_2), (1_1, 3_2), (1_1, 4_2), (2_1, 0_2), (2_1, 1_2), (2_1, 2_2), (2_1, 3_2), (2_1, 4_2), (3_1, 0_2), (3_1, 1_2), (3_1, 2_2), (3_1, 3_2), (3_1, 4_2), (4_1, 0_2), (4_1, 1_2), (4_1, 2_2), (4_1, 3_2), (4_1, 4_2) \}
\end{cases}
\]

Regarding \( H_c \) and the global system state space, there are five different categories as follows:

\[
R_0 = \{0_1, 1_2\}, \{0_1, 2_2\}, \{0_1, 3_2\}, \{0_1, 4_2\}, (1_1, 0_2)\}
\]

\[
R_1 = \{(1_1, 2_2), (1_1, 3_2), (1_1, 4_2), (2_1, 1_2), (3_1, 1_2), (4_1, 1_2)\}
\]

\[
R_2 = \{(2_1, 2_2), (2_1, 3_2), (2_1, 4_2), (3_1, 2_2), (3_1, 3_2), (3_1, 4_2)\}
\]

\[
R_3 = \{(3_1, 3_2), (3_1, 4_2), (4_1, 3_2)\}
\]

\[
R_4 = \{(4_1, 4_2)\}
\]

\[
R = \bigcup_{m=0}^{4} R_i.
\]

It is seen from (16) and (17) that the function which is in the charge of mapping items’ degradation states to the global system state space is a monotonic nondecreasing function. It means that if the degradation states of effective items or their combinations thereof decrease, the degradation states of the global system also decrease, and if the degradation states of effective items or their combinations thereof increase, the degradation states of the global system also increase.

6) Reliability Assessment by Estimating Nonfailure States’ Probabilities: In this case study, power capacitor is considered as an ineffective item with following time to failure distribution [40]:

\[
D(t; \eta, \beta) \sim W(1471680, 1.93).
\]

A power capacitor has been assumed to be failed whenever its unreliability reach 10% \( (B_{10}) \). The probability density function and mean time to failure will be obtained on the state probabilities mentioned. The probability of being in state \( M = 4 \) would be calculated as follows:

\[
P_t(4) = P(f(R_{4})) = P(0 < Y_t(t) < W_{41} \cap 0 < Y_2(t) < W_{42}) \times P(D(t) < B_{10}).
\]

Since the degradation processes are assumed to be independent, one can find that

\[
P_t(4) = P(0 < Y_t(t) < W_{41}) \times P(0 < Y_2(t) < W_{42})
\]

The other system states probabilities can also be estimated in the same procedure described in (19)–(22). Fig. 8 illustrates the reliability of the different system states. Since the coefficients have been assumed to be normally distributed, the system probability is also normally distributed. The yellow curve shows the reliability of the global system. Unreliability of 10% or 90% reliability \( (B_{10}) \) is achieved at 58 040 h. Accordingly, the power electronic system may work over 58 040 with 90% reliability. Based on the conventional PoF-based reliability assessment approach, the reliability of this system is about 66 680 h. It means that by considering the mutual and self-degradation effects, the reliability evaluation of the system is much more realistic.

V. CONCLUSION

In this article, a new reliability assessment framework has been proposed. Based on this method, the operating condition of a system has been characterized by a finite number of degraded states. This leads to the consideration of the dependance of components’ aging on the operating condition which finally leads to much more realistic reliability assessment.

The items of a system have been categorized into two different items, effective and ineffective items. Effective items are those that directly affect the operating condition of the system. While ineffective items do not make meaningful contribution on the operating condition of the system and their failures lead to the catastrophic failure of the systems. Degradation processes of the effective items have been extracted from the mission profile based on the aging tests and have been divided into several
intermediate degraded states. The various combinations of the effective items’ states have been mapped to the global system states using a mapping matrix.

The proposed framework has been applied to a power electronic system containing two effective components, namely IGBT and diode, and one ineffective item, namely power capacitor. Mission profile based aging tests have been performed to study the degradation processes of IGBT and power diode. The results showed that the power electronic system which was exposed to the WLTP-class3 driving cycle might work over 58 040 h by 90% reliability.

An experimental work must be planned in the future to validate the estimated lifetimes using the proposed method. However, using the present results, it appears from this article that it is very important to take into account the degradation dependencies for calculating the lifetime of the power electronic converters. This new method could be a good option to answer this issue.
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