Multilayer overlapping community detection using multi-objective optimization
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HIGHLIGHTS

- Novel definition for multilayer communities and overlapping multilayer communities.
- A new method to detect multilayer overlapping and disjoint communities is proposed.
- Optimizing the multi-objective mathematical model which is based on the definition.
- Uses all Pareto front, instead of choosing one, to have robustness and flexibility.
- We proposed a novel two-phase method for optimizing and selecting communities.
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ABSTRACT

Community detection in multilayer networks such as social or information networks, due to its vast practical applications has attracted many attentions in the past years. Although some researches have been done to develop monoplex methods to multilayers, but because of the complexity of multilayer networks they are in their infancy. In this study, initially, the definition of community in single layer networks is extended and a new definition for multilayer community is presented. Then, regarding the importance of overlapping communities in real networks, a comprehensive definition for overlapping multilayer community is presented. Furthermore, in order to address the problem of multilayer community detection, a two-phase approach has been adopted. In the first phase, a multi-objective mathematical model is developed, and optimized using a genetic algorithm based method (NSGA-II) to achieve a set of solutions (Pareto front). Each potential solution represents a partition of the multilayer network. In the second phase, the best solution is chosen from the Pareto fronts, using a novel algorithm. This proposed algorithm, handles the obstacles of genetic representation and is able to detect the optimal multilayer overlapping communities. Experiments on both synthetic mLFR networks with different parameters and six real data networks show the performance of the algorithm in terms of NMI and multilayer modularity.

© 2019 Published by Elsevier B.V.

1. Introduction

In the recent years, complex networks analysis due to their widespread applications has been extensively studied in the literature [1,2]. Networks representation of data generally provide a more accurate picture of what goes on in reality, because of its emphasis on the interaction among entities. However, most studies in this area usually consider one type of relation between nodes, which usually presents an incomplete picture of the reality [3]. Nevertheless, real world network data, due to the diverse and often parallel forms of relations between nodes, often contain different aspects of interactions among entities. This type of complex networks can be modeled as a multilayer network, where each layer represents one type of relation or interaction.

In addition, in the analysis of complex networks, community detection is one of the significant tools where memberships of a node in one or more communities is found based on either location density, similarity function and/or a null model. Community detection is used in many applications such as search engines, recommendation systems [4], fraud detection, link prediction [5] and community evolution [6], where it has attracted a lot of attention.

In the literature, there is no universally accepted definition of multilayer community. However most of the researches in
this field, attempt to detect communities which are formed in all layers [7], but this assumption is not always true. Multilayer community detection should also be carried out with regards to just the layers in which the nodes have congested connections. In other words, we assume a multilayer community is a subset of nodes that have dense connections in a subset of layers.

Consider the ff-tw-yt multilayer network 1 [8], a network of people whose layers represent their interactions on social networks Facebook, Youtube and Twitter. Multilayer community detection should have the ability to recognize the community by taking into account all layers. Obviously, multilayer communities due to dense interactions in more than one layer, provides a more suitable analytical tool for further use (such as, link prediction, extracting network structure, community evolution, etc.) Because of the observation of the behavior of sets of nodes, which interact in different layers, we can get information about future interactions in other layers or studies for the reason of links formation.

On the network, it is possible to extract groups of people who have formed communities in different online networks (for example, Facebook and Twitter) and study their current/future relationships in other layers (such as Youtube), or the effect of the layers on each other. Obviously, determining the type of layers is important for future analysis and the recognition of community meanings.

It is important to take into account only the layers in which the community is composed of, whilst considering all the layers may distort the process of community detection and not yield the correct results. On the other hand, specifying layers in communities makes it easier to interpret the final multilayer communities. In this paper, we propose an algorithm for the detection of communities that are formed in either some or all the layers in the multilayer network. Fig. 1 shows a multilayer network with three layers and two communities in different layers.

Communities in the real world are not necessarily disjoint. For example, people in social networks may have multiple roles and community memberships. In many researches [9,10] it is shown that overlapping communities are a significant feature of many real world networks. In multilayer networks, there are limited studies in overlapping communities. Our proposed algorithm makes it possible to detect multilayer overlapping as well as disjoint communities.

The problem of community detection in a multilayer network can effectively be addressed by multi-objective optimization approach. In this paper, initially, a multi-objective mathematical model is proposed which takes into account the different aspects of a community and then using a genetic algorithm based multi-objective optimization method, tries to find the best partition of nodes with regards to the layers. Then, a novel algorithm is proposed to select the final overlapping multilayer communities using all the Pareto front solutions.

The proposed method is evaluated on synthetic mLFR networks with different mixing parameter, overlapping size and number of overlapping nodes as well as six real data networks. The evaluation is done in terms of two well-known evaluation metrics, namely NMI and multilayer modularity. The results obtained are then compared with three of the main algorithms in this field.

The main contributions of this paper are as below:

- A multi-objective mathematical model for multilayer community detection is given
- A novel algorithm is proposed to select the best multilayer overlapping communities from the Pareto optimal solutions.

The rest of this paper is organized as follows: Section 2 describes the related works on multilayer community detection. Section 3 gives the mathematical model of the problem in question, and the next section explains the proposed method. In Section 5 computational complexity is discussed. The performance of the proposed method is then evaluated on both synthetic and real networks as presented in Section 6, and finally conclusions are drawn and summarized in the last section of the paper.

2. Related works

In the literature, different definitions have been presented for a ‘community’. With the emergent of multilayer networks, this heterogeneity in the definitions has become more complex. Since in multilayer networks community of a node is formed according to the nature of the layer. One of the early methods used is flattening, where the layers are combined into a single layer and the multilayer network is converted into a single layer weighted/unweighted network. Then, any single layer community detection algorithm can be applied. Nevertheless, in order to use as much as the information that is implicit in layers as possible, some of the single layer community detection methods have been extended to multilayer networks. For example, Berlingerio et al. in [Berlingerio, Coscia, & Giannotti, Finding and characterizing communities in multidimensional networks, [11]) states that a community must have a high rate of redundant interactions in different layers. The main idea is, the information flow between members of a community in different layers must be stable. From this point of view, obviously, a community can be evaluated locally and apart from the rest of the network. Hence, they defined the redundancy measure as:

\[
\rho_c = \frac{\sum_{(u,v) \in P_C} |\{d; \exists (u,v,d) \in E\}|}{|D| \times |P_C|} \tag{1}
\]

which \(|D|\) is the number of layers, \(|P_c|\) is the number of edges of community \(c\) and \(P_C\) represents pairs of nodes in the community \(c\), which are connected to each other, in more than one layer. As another example [12] present a method to extend the well-known clique percolation method (CPM) to multilayer networks.

In other studies, the structure of links in all layers are considered. For example Tang et al. in [7] believe that if there is a hidden community structure in a multilayer network, the corresponding subset of layers must also be discovered. From this point of view,
a multilayered community should also have high modularity in its layers. Therefore, the authors propose Principal Modularity Maximization (PMM) method which uses the structural feature of each layer to extract communities in the layer and obtains the final communities via modularity maximization. In [13] modularity is defined as the number of links within a community compared to the expected number of links based on a null model. With the emergence of multilayer networks, researchers have extended modularity to multilayer networks.

A well-known generalization of the popular modularity is introduced by Mucha et al. [14]. The authors represent each layer as a slice with an adjacency matrix as well as coupling links between nodes in slices, and the node-layer tuples are assigned to a community. So the communities are detected with regards to the layers. The following formula (2) is used for multi-slice modularity:

\[
Q_{\text{multi-slice}} = \frac{1}{2\mu} \sum_{ijr} \left( A_{ij} - \frac{k_i k_j}{2m} \right) \delta_{ij} + \delta_{ijr} \delta_{ij} \text{Kronecker delta}
\]

(2)

where \( \mu \) is a normalization factor, and \( \gamma_r \) is a resolution factor, \( i \) and \( j \) indicates indices of slices, \( i, j \) are indices of nodes, \( A \) is adjacency matrix, \( k \) is degree of node, \( m \) is number of edges, \( C \) is coupling edges matrix between slices and finally \( \delta \) is Kronecker delta.

However, the computational complexity of the multi-slice modularity causes the optimization of the \( Q_{\text{multi-slice}} \) to become a hard problem and restricts the application of modularity maximization based methods.

Another approach is introduced in (Berlingerio, Pinelli, & Calabrese, Abacus: frequent pattern mining-based community discovery in multidimensional networks, [15]), where the authors propose a new method using association rule mining, a traditional data-mining problem to find frequent item sets in this method, using any community detection algorithm, communities in each layer, are detected. Then, it groups together the nodes that share memberships in single layer communities across the different layers. It then uses a traditional data-mining algorithm to find the maximum number of nodes that have appeared in common layers.

In [16] a random walk based probabilistic method is presented called Locally Adaptive Random Transitions (LART). LART initially, runs some random walkers in each layer, and then calculates a dissimilarity measure between nodes. This measure is then used to obtain the multilayer communities. Also, in [17] the authors propose a network reduction based method, which after simplifying the network using layer reduction, tries to detect multiplex communities.

Some authors have also utilized multi-objective optimization approaches. This category of methods have been primarily developed for single layer networks [18-21], and with the advent of multilayer networks, some have extended to this kind of networks. For example, Amelio and Pizzuti [22] defined two objective functions, which in a predetermined and ordered network layers, uses modularity maximization to partition the nodes in each layer and simultaneously using a temporal smoothness method, minimizes the difference between the results on previously considered layers.

Also in [23], the authors use a set of measures as objective functions and by optimizing them, expect to obtain an appropriate Pareto front. They then propose three strategies to select the best solution from the Pareto front.

3. Mathematical model of the problem

In order to carry on with the discussion, it is important to clarify and define the terms being used in the literature. Most importantly, definitions of multilayer network as well as strong and weak multilayer communities, as will be used in this research.

Definition 3.1 (Multilayer Network). In this study we present a multilayer network as \( M = (V, D, \gamma) \), where \( D \) is the layer set, \( X^1, X^2, \ldots, X^D \), and \( V \) is the set of nodes, \( \gamma = \{G^\alpha: \alpha \in \{1, \ldots, D\}\} \) is the set of graphs. In addition, the layer \( \alpha \) is represented as \( G^\alpha = (X^\alpha, E^\alpha) \) in which \( E^\alpha \subseteq X^\alpha \times X^\alpha \) and \( X^\alpha = \{x_1^\alpha, \ldots, x_k^\alpha\} \), also each set of edges is represented as:

\[
e^\alpha_{ij} = \begin{cases} 1 & \text{if } (x_i^\alpha, x_j^\alpha) \in E^\alpha, \\ 0 & \text{otherwise}. \end{cases}
\]

In addition, the results will be a set of communities \( S = \{c_1, c_2, \ldots, c_m\} \), in which \( C = (g, L), g \subseteq V \) and \( L \subseteq D \).

In order to have a formal definition of a multilayer community, inspired by the definition of community in simple networks by Radicchi et al. in [24] we extend the definition to multilayer strong community and multilayer weak community as given below:

Definition 3.2 (Multilayer Strong Community). A set of nodes such that in every layer in which the community is present, the internal degrees of nodes are higher than the external degrees. In other words,

\[
\forall l \in L; \forall i \in g; k_{i,l}^{in} > k_{i,l}^{out}
\]

(3)

where \( k_{i,l}^{in} \) is the input degree of node \( i \) in layer \( l \) to community \( g \) and subsequently \( k_{i,l}^{out} \) represent the output degrees of node \( i \) in layer \( l \) from community \( g \).

Definition 3.3 (Multilayer Weak Community). A set of nodes such that in every layer in which the community is present, the sum of the internal degrees of nodes is higher than the sum of the external degrees. This is better described as:

\[
\sum_{l \in L} \left( \sum_{i \in g} k_{i,l}^{in} \right) > \sum_{l \in L} \left( \sum_{i \in g} k_{i,l}^{out} \right)
\]

(4)

With the definitions given in formulas (3) and (4), we outline a multi-objective mathematical model for community detection in multilayer networks. In the mathematical model, we have two groups of decision variables: first \( l \in V \), the nodes and the second, \( L \subseteq D \), the network layers (see Fig. 2).

3.1. Objective functions

In this paper, two objective functions are proposed. Taking into account the definition of weak community, in the first function we evaluate the ratio between the internal and external degrees of the communities in each layer. Therefore, the first function is defined as:

\[
f_1 (g, l) = \frac{1}{\sum_{i \in g} k_{i,l}^{in} (g)} \frac{k_{i,l}^{out} (g)}{k_{i,l}^{in} (g) + k_{i,l}^{out} (g)}
\]

(5)
in which $f_1 (g, l')$ shows the quality of the community $(g, l') \cdot \alpha$ is the community size control, which is normally equal to 1, which means we simply calculate the ratio of external degrees. A small number for $\alpha$ leads to dense and small communities and vice versa. Considering Eq. (5), to evaluate a multilayer community $(g, \{L\})$ the first objective function is:

$$FS_1 (g, \{L\}) = \sum_{j \in g} f_1 (g, l') \frac{\beta}{|L|}.$$  

(6)

And finally the first objective function to evaluate partition $S = \{C_1, C_2, \ldots, C_m\}$, in which $C_i = (g_i, \{L_i\})$ will be:

$$FT_1 (S) = \sum_{i=1}^{m} FS_1 (C_i).$$

(7)

Obviously $FS_1 (g, \{L\})$ reaches its minimum when all nodes in g, in all of its layers, have less external degrees than internal degrees which is one of the important aspects of communities, therefore minimizing $FT_1 (S)$ satisfies this aspect.

The second objective function should instead focus on maximizing the internal degrees. This is equal to determining the membership strength of a node to its community. The membership strength of node $i \in \text{community } g$, is proportional to the maximum external degrees of $i$ to its community $g$. So the average membership of node $i \in g$ in layer $l'$ is:

$$f_2 (g, l') = \frac{\sum_{e \in \Gamma_l (g)} \beta}{|g|} \times e_g.$$  

(8)

Obviously, the nodes with more internal edges, are more important for the community because of their strong membership, and they accelerate the process of community detection. Hence, $\beta$ in Eq. (8) magnifies the weight of the nodes with more links to the community. Also, $e_g$ represents the number of edges in the community $g$. As mentioned above, $f_1 (g, l')$ evaluates community $g$ in a single layer $l'$, but to evaluate $g$ in a subset of layers $\{L\}$, as a multilayer community we define $FS_2 (g, \{L\})$. Therefore, the second objective function for multilayer community detection $(g, \{L\})$ is:

$$FS_2 (g, \{L\}) = \frac{\sum_{j \in g} f_2 (g, l')}{|L|}.$$  

(9)

To evaluate the partition $S = \{C_1, C_2, \ldots, C_m\}$ as $C_i = (g_i, \{L_i\})$ in a multilayer network, will be:

$$FT_2 (S) = \sum_{j=1}^{m} FS_2 (C_j).$$

(10)

Therefore, optimizing both objective functions, will lead to communities which will have dense internal links and sparse external links in all the layers they are present.

Nevertheless, if we just consider the above functions, the algorithm will be biased towards detecting the communities in just one layer, which is similar to the aggregation methods. But we need a solution to find more layers for contribution. In order to guide the search process to find communities in more than one layer, we use the concept of entropy in the way used in [25]. Entropy, measures the difference in the weights of a weight vector, in a way that, the greater the difference of the weights, the higher the entropy and vice versa. Assuming that $w_{lg}$ is the weight of layer $l$ in community $g$, the entropy of $l$ in community $g$ will be:

$$\text{Entropy} (W_{lg}) = - \sum_{l=1}^{L} w_{lg} \log (w_{lg}).$$  

(11)

Clearly, layers have different contributions in community formation, so if the weight of contribution of each layer in a community is considered, minimizing it leads us to communities in the layers with more contribution and less differences. The use of entropy can be considered as a motivation to detect communities in more layers. In addition, the average strength of node memberships in a community in layers represents the contribution of the layer in the community. Therefore, by adding the entropy, we can rewrite Eq. (10) as:

$$FT_2 (S) = \sum_{j=1}^{m} FS_2 (C_j) + \lambda \sum_{j \in \{L_i\}} \sum_{l \in \{L_i\}} f_2 (g, l') \log (f_2 (g, l')).$$

(12)

The above function (12) has two parts, the first for measuring the internal density and the second for the rate of entropy, where $\lambda$ is the impact factor of entropy and is normally set to 1. Maximizing the $FT_2 (S)$, can detect communities with high internal density and contributions from more layers.

With these explanations, the mathematical model for the multilayer community detection problem will be:

$$\min \ FT_2 (S) = \sum_{j=1}^{m} \left( \frac{\sum_{e \in \{L\}} f_1 (g_j, l')}{|\{L\}|} \right)$$

$$\max \ FT_2 (S) = \sum_{j=1}^{m} \left( \frac{\sum_{e \in \{L\}} f_2 (g_j, l')}{|\{L\}|} + \lambda \sum_{l \in \{L\}} f_2 (g_j, l') \log (f_2 (g_j, l')) \right)$$

$$\sum_{L \subseteq D} \sum_{j \in \{L\}} \sum_{l \in \{L\}} f_2 (g_j, l') \log (f_2 (g_j, l'))$$

subject to $x_i \in \Gamma_{l_i} ^{j}$, $L \subseteq D$.

Also for the constraint in formula (13):

$$N_{x_i} = \left( \sum_{j \in \{L\}} \Gamma_{l_j} ^{j} \cap \Gamma_{l_j} ^{j} \right)^{\mu}$$

$$p(x_i) = \frac{N_{x_i}}{\sum_{x_i} N_{x_i}}$$

By taking into account both functions at the same time, the search process leads to the appropriate direction. It is worth noting that
considering just one of the functions will cause wrong results. For example, optimizing only $F_{S_1}$ minimizes the external links, which biases the search process to find connected components, which may lead to the entire network. On the other hand, optimizing just $F_{S_2}$, because of the focus on the internal links, can return part of a clique as a community, therefore ending up with many small communities. Hence, considering both the objective functions simultaneously and optimizing them, due to the tradeoff between the objective functions, will result in more appropriate and realistic communities.

4. Proposed method

In this paper, we have defined a novel mathematical model as presented above, that is optimized in order to find overlapping multilayer communities. The proposed method for the detection of such communities, involves using all the Pareto optimal solutions gained from the optimization process. This will also speed up the overall algorithm and improve the quality of results. Although, for faster convergence of the optimization process, a probabilistic model for initialization of the population has been suggested.

4.1. Multi-objective optimization process

After defining the mathematical model, a multi-objective optimization method must be selected. There are various methods to optimize a multi-objective problem, such as, NSGA II [26], MOPSO [27], PESA II [28] etc. All of the methods are population-based solutions, which means a population of potential solutions are formed and initialized, then the algorithm repeatedly optimizes the population and leads to the optimal point(s).

4.1.1. Genetic representation

First of all, we need to represent an optimal solution as an individual. Different ways to encode community structure in individuals are proposed by researchers [29–31]. Here, we used the locus-based representation [30], because of the several advantages it has over the other method [19]. The advantages are:

1. The process of encoding/decoding communities can be done using a fast breadth first search
2. The genetic operators can be applied easily
3. It is flexible enough to apply any constraint to the search space
4. It is suitable to non parametric methods meaning, using locus-based there is no need to determine the number of communities in advance.

In locus-based representation there is an array of values for decision variables, where $x_i$ is the value of the decision variable $i$ and that $i$ and its allele value $x_i$ are in the same community. Locus-based representation and the process of encoding/decoding is explained in Fig. 3:

4.1.2. Initialization

Regarding the importance and relation of initialization to convergence speed, in order to determine the allele value of $i$, we try to use other information of node $i$, such as topological position of the node and its first and second hop neighbors. In this way, to restrict the search space, we apply the constraint $x_i \in I_i$, which means the value of the decision variable $i$ must be chosen from the neighbor set of $i$. This constraint prevents the search process from diverging from the optimal point. Yet for faster convergence, and in order to choose a suitable neighbor, we take into account a lightweight local search, formally:

$$N(x_i) = (I_i \cap I_j)^\mu, \quad i = 1, 2, \ldots, n,$$

$$p(x_i) = \frac{N(x_i)}{\sum_{x_i} N(x_i)}$$

which increases the probability of choosing the neighbors with more neighbors in common to staying in same community. To magnify the effect of the common neighbors, the factor $\mu$ is used, which is normally set to one.

Although there are different ways to do local searches between neighbors [7,20,32–34], the method used here is simple and efficient.

4.1.3. Cross-over

Cross-over is one of the operations of genetic algorithms which exchanges the information of two or more selected individuals/nodes. It is worth noting that the cross-over does not violate community structure. In this case, double point cross-over has been chosen, where two parents are chosen randomly as well as two random numbers $ij$, and all the informational parts from these points are exchanged together.

4.1.4. Mutation

Another key operation of genetic algorithms used as a population-based optimization method, is mutation, which randomly changes some of the values and tries to generate new individuals by exploring new spaces, in search of optimal points. Obviously, mutation must be done with regards to the constraints in the formula (15). However, in order to prevent useless exploration, we performed some heuristics such as node memberships in communities.

4.2. Multilayer overlapping communities

Most of the methods presented for community detection, partitions the network under study, which means they aim to assign a node to just one community. But in real networks, communities can overlap and a node is often shared between communities [35]. In other words, a node can simultaneously be a member of several groups. For example, a person can be a member of the community $g_1$, which is formed in layers Facebook and YouTube, and at the same time is a member of the community $g_2$ that is made up in layers Facebook and Twitter (based on our definition, overlapping communities can be formed in the same layers or not). Therefore, communities can overlap in nodes and layers. So, for overlapping community detection, we search for a cover instead of partitioning the network. In [36] and [37] authors emphasize that overlapping communities are one of the most important features in real world networks analysis. Overlapping community detection is a challenging problem because the overlapping part of networks are often denser and algorithms are trapped in these areas [38], so they usually return the dense part as a community due to its high density compared to the surroundings. By reviewing the literature in this field, it has become clear that there are no well-known definitions for overlapping communities in multilayer networks. So initially, a definition of an overlapping community in a multilayer network must be given. In Section 2, we presented a community as $c = (g, L)$ which $g \subseteq V$ and $L \subseteq D$. In a cover, two communities can share their nodes, but to be considered as an overlapping community, they must have the same set of layers.
Definition 4.1 (Multilayer Overlapping Communities). The communities $C_1 = (g_1, L_1)$ and $C_2 = (g_2, L_2)$ are multilayer overlapping communities if: $L_1 = L_2 \land g_1 \cap g_2 \neq \emptyset$. Therefore, even if two communities have nodes in common, but in different layers because of the conceptual difference, they are not overlapping communities.

Two simple overlapping communities in a multilayer network are shown in Fig. 4.

As discussed in Section 4.1.1, nodes are considered as decision variables and use locus-based genetic representation, which assigns a community membership for each node. Clearly, because of the space limitation, we cannot assign two community memberships to a single node, and we are not able to detect overlapping communities because of the constraint. In single layer networks, Zhao et al. [21] proposed a link clustering method so they considered links as decision variables. We believe in this method due to the multiplying the number of decision variables, the algorithm convergence and running time would be a problem. To resolve this problem, we extend our algorithm in [19] to multilayer networks, and a new algorithm to choose the appropriate communities from the Pareto optimal solutions.

In multi-objective optimization, due to the trade-off between objective functions, rarely we have a complete solution. Usually the optimization results in a Pareto front that consists of two or more Pareto optimal solutions, which cannot dominate each other in terms of different objective functions. Fig. 5 shows the Pareto front, which is the result of the multi-objective optimization process. Each point in the figure represents a partition of the network.

Fig. 5. Pareto front of the optimization process that contains pareto optimal solutions.

4.3. Proposed algorithm for overlapping community detection

In the second phase of the proposed algorithm, we take into account the communities instead of the partitions (optimal solution). Therefore, we define the concept of dominance in the communities’ level.

Definition 4.2 (Dominated Multilayer Community). Assume communities $C_1 = (g_1, L_1)$ and $C_2 = (g_2, L_2)$, we say $C_1$ dominates $C_2$ and we show it as $C_1 \prec C_2$ if and only if: $g_1 \leq g_2, L_1 = L_2$ and $\forall f: f(C_1) \leq f(C_2)$

Using the definition, we design a three-step algorithm to refine and select the communities from the Pareto optimal solutions. The proposed algorithm has four steps:

1. **Refinement**: In this phase, all the repeated or dominated communities need to be eliminated. Different optimal solutions will possibly produce some redundant communities. Using the definition above, we can eliminate the redundant communities.

2. **Selection**: select communities in an ordered manner to get a cover.

3. **Post processing**: eliminating the communities, which have no effect on the coverage.

The algorithm, takes the Pareto front as input and by applying the above mentioned steps, produces communities which will be a cover for the network under study.

The pseudo code of the algorithm is shown below with some details:
4.4. Computational complexity

Our approach has three main parts. First, initialization, if n, l and P\textsubscript{n} denote the number of nodes, number of layers and population size respectively, for the first phase, the computational complexity is O(nl\textsubscript{n}). In the second part, for a complete analysis of the computational complexity, we can say that a significant part of the computational complexity is related to the calculation of objective functions, which depends on the number of nodes (decision variables). Its upper bound is of order O(n\textsuperscript{2}) and lower bound is of order O(n).

Computational complexity of NSGA-II in [39] has been considered as O(n\textsubscript{k}l\textsubscript{n}P\textsubscript{n}\textsuperscript{2}), in which n\textsubscript{k} is number of generations, n\textsubscript{f} is number of objective functions and P\textsubscript{n} is population size. According to the mathematical model n\textsubscript{k} = 2. Also, due to the fact that in this case the stop condition is fixed and does not determine dynamically, the number of generations is fixed and n\textsubscript{f} = 5. It should be noted that depending on the conditions of the problem under study, n\textsubscript{f} can be NP. However, due to the operation of the second phase of the algorithm (community selection); the stop conditions in the proposed algorithm are considered constant and in Section 5.4 the efficiency in different values for n\textsubscript{f} is discussed. Therefore, the computational complexity of the algorithm, in optimization phase, in the worst case is of order O(n\textsuperscript{2}P\textsubscript{n}\textsuperscript{2}) and in the best case is of order \Omega(nP\textsubscript{n}\textsuperscript{2}).

For the third part, community selection, if we denote the number of communities as m, since we map the communities in a tree and two pass traverse are needed for preprocessing and community selection, then it’s computational complexity is O(mlogm). So the total computational complexity will be O(nl\textsubscript{n} + n\textsuperscript{2}P\textsubscript{n}\textsuperscript{2} + mlogm). Since m < < n this can be reduced to O(nl\textsubscript{n} + n\textsuperscript{2}P\textsubscript{n}\textsuperscript{2}) and \Omega(nl\textsubscript{n} + nP\textsubscript{n}\textsuperscript{2}).
Also to evaluate the efficiency, we run the proposed algorithm on a laptop with core i5 CPU and 8 GB of RAM, on a mid-size network with 1000 nodes and more than 15,000 edges, the algorithm takes even less than 13 s to detect the communities.

5. Experimental results

To evaluate the proposed method, the effectiveness of the proposed algorithm is compared with different methods on both synthetic and real network datasets.

5.1. Evaluation methods

In order to evaluate the results, we used two well-known measures, normalized mutual information (NMI) [40] and multiplex modularity [14]. To have a comprehensive evaluation on the proposed algorithm, we consider two types of networks. First, is the network with ground truth communities. The NMI measure is used when the ground truth of network is available. NMI, measures the similarity of the two sets of nodes. Formally:

\[
I(P_1, P_2) = \frac{-2 \sum_{i=1}^{C_1} \sum_{j=1}^{C_2} N_{ij} \log \left( \frac{N_{ij}}{N_{i1} N_{j2}} \right)}{\sum_{i=1}^{C_1} N_i \log \left( \frac{N_i}{N} \right) + \sum_{j=1}^{C_2} N_j \log \left( \frac{N_j}{N} \right)}
\]

where there are two partitions \(P_1\) and \(P_2\) in the network, and \(N_{ij}\) represents the nodes in common between community \(i\) of partition \(P_1\) and community \(j\) of partition \(P_2\). Also \(N = \{N_i\}\) is the confusion matrix and \(N_i\) and \(N_j\) are sums of the row \(i\) and column \(j\) of the confusion matrix \(N\). Furthermore, \(C_1\) and \(C_2\) are the number of partitions of \(P_1\) and \(P_2\) and \(n\) is the number of nodes.

The second measure is multiplex modularity. The modularity measure given by Newman and Girvan [13], is one of the most accepted measures of evaluation for community detection methods. In fact, modularity, comparing to a random network, as a null model, measures the significance of community structure, which implies how dense the detected communities are. Mucha et al. [14] extended this modularity to multilayer networks which is also discussed here in Section 2.

5.2. Synthetic networks

To evaluate our method, we first run the algorithm on synthetic networks. The results of algorithm on synthetic networks are of great importance because synthetic networks are generated based on some adjustable parameters and thus we can produce a range of different networks with different characteristics. This can provide a better understanding of how the algorithm behaves on different networks.

5.2.1. Multilayer benchmark networks

(Lancichinetti & Fortunato, Benchmark for testing community detection algorithm on directed and weighted graphs with overlapping communities, [41]) introduced LFR synthetic networks to solve the problem of simple GN networks [13]. LFR networks are power law in degree distribution and community size; also, it allows communities to overlap, which makes LFR networks a closer representation of real networks in terms of structural parameters. Lancichinetti also extends the well-known LFR networks to multilayer [42,43] and introduced a method which runs the original LFR benchmark algorithm several times and slices the original graph in multiple layers. To evaluate the performance of the proposed algorithm, we generated a multilayer network with 3 layers and 1000 nodes. Other parameters for the generated synthetic networks are listed below in Table 1:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Orig</td>
<td>1</td>
<td>Number of original graphs</td>
</tr>
<tr>
<td>L</td>
<td>3</td>
<td>Number of layers</td>
</tr>
<tr>
<td>N</td>
<td>1000</td>
<td>Number of nodes</td>
</tr>
<tr>
<td>K</td>
<td>15</td>
<td>Average node degree</td>
</tr>
<tr>
<td>MaxK</td>
<td>50</td>
<td>Max node degree</td>
</tr>
<tr>
<td>µ</td>
<td>0-0.8:0.05</td>
<td>Mixing parameter</td>
</tr>
<tr>
<td>µ1</td>
<td>2</td>
<td>Negative exponent for the degree sequence</td>
</tr>
<tr>
<td>µ2</td>
<td>1</td>
<td>Negative exponent for the community size distribution</td>
</tr>
<tr>
<td>MinC</td>
<td>20</td>
<td>Minimum community size</td>
</tr>
<tr>
<td>MaxC</td>
<td>50</td>
<td>Maximum community size</td>
</tr>
<tr>
<td>ON</td>
<td>0-200:40</td>
<td>Number of overlapping nodes</td>
</tr>
<tr>
<td>OM</td>
<td>1–4</td>
<td>Number of memberships of the overlapping nodes</td>
</tr>
</tbody>
</table>

By varying \(\mu\), \(OM\) and \(ON\), we generate 408 different networks, yet due to space limitations here, we only present a few selection of the corresponding results. The results for the rest of the networks are similar and the charts given below are completely representative.

We compared the results with three well-known multi-layer community detection methods: GenLouvain [44], mInfomap [42, 43] and PMM [7], lced [45] and MultiMOGA [22]. The last algorithm was executed for only the OM = 1 due to its long runtime. As can be seen in Figs. 6 and 7, generally, when \(\mu \leq 0.65\), our method dominates the other methods.

5.3. Real networks

Recently, researchers have collected some real multilayer networks data as well as some useful applications for multilayer analysis (De Domenico, Porter, & Arenas, MuxViz: a tool for multilayer analysis and visualization of networks, [42,43]). To show the performance of the proposed algorithm on real data, the following real multilayer networks datasets have also been chosen.

Florentine: Describes the relations among politically prominent families in the city of Florence [46]. There are two layers (relations): business ties and marriage alliances. Two factions appear in the data, with families strongly related to the Medici or to the Strozzi family, which makes the data useful for community detection methods.

Monastery: Top three choices of a group of monks on four pairs of positive/negative relations was asked [47]. Therefore, the layers are esteem/disesteem, liking/disliking, positive/negative influence, and finally, praise/blame.

Bankwiring: The data describes employees that work in the bank wiring room [48], where they have different roles. The layers are participation in horseplay; participation in arguments about open windows; friendship; antagonistic (negative) behavior; helping others with work, and the number of times workers traded job assignments.

Tailorshop: This data represents work and friendship interactions among workers in a tailor shop [49]. Two versions of the social network that are recorded in different times are available.

AuCs: This data was collected at a University research department [50] and looks at the relationships and interactions among

\[2\] The data are available at: http://multilayer.it.uu.se/datasets.html.
Fig. 6. Comparison of quality of the results in terms of NMI on synthetic networks, each chart represents the results for different number of memberships (OM = [1–4]) in different mixing parameters.

Fig. 7. Comparison of quality of the results in terms of NMI on synthetic networks, each chart represents the results for different number of memberships (ON = [1–6]) and OM = 3 in different mixing parameters $\mu$. 
Fig. 8. The effect of $\alpha$ (a) and $\beta$ (b) on NMI in mLFR benchmark networks. Error bars show the standard deviation for 10 runs of the algorithm. The parameters are $N=1000$, $L=3$, $OM=2$, $ON=40$.

Fig. 9. NMI and optimization iterations for 10 runs and error bars.

Fig. 10. Layers, nodes and multilayer communities in Aucs dataset.

professors, postdoctoral researchers, Ph.D. students and administration staff. The layers are Facebook, lunch, coauthor, leisure, work.

**FF-Tw-Yt:** This anonymized dataset has been obtained starting from Friendfeed, a social media aggregator [51]. In this system, users can directly post messages and comments on other messages much like in Facebook and other similar OSNs. From these, a multilayer network was retrieved, with users who their Twitter and YouTube accounts was associated to exactly one account.

**Friendfeed:** Friendfeed is a large anonymized real dataset containing public interactions among users of Friendfeed collected
over two months. It contains three layers, which are commenting, liking and following, so it defines a contact network based on different user interactions and forms a multilayer social network.

In Appendix, some structural measures and their formula for better understanding of the datasets are described (see Tables A.1 and A.2).

In Table 2, the results of four multilayer community detection algorithms in terms of multilayer modularity are compared and the best results are shown in **bold**. As can be seen, in four out of the six datasets, our proposed method MLCD (i.e. multilayer community detection) performs better.

### 5.4. Parameter analysis

We study the effect of various \( \alpha \) and \( \beta \) on the performance of the proposed method. In Fig. 8(a) and (b) average NMI of 10 runs of the method, for various \( \alpha \) and different \( \mu \) in mLFR networks has been shown. As can be seen by varying \( \alpha \) and \( \beta \), the algorithm keeps its stability. As we know because of the nature of metaheuristic methods (such as NSGA II) the results of multiple runs are not necessarily the same, but the second phase of the algorithm makes the results more stable.

In Fig. 9, the mean NMI is shown for 10 runs as well as error bars in various repetitions of the optimization method, NSGA-II for different networks. As can be seen, in about five repetitions,
Table A.2
Main characteristics of the multilayer networks.

<table>
<thead>
<tr>
<th>Name</th>
<th>Layers</th>
<th>Nodes</th>
<th>Edges</th>
<th>Nod-Set-Cov</th>
<th>Nod-Set-Cov-StD</th>
<th>Edge-Set-Cov</th>
<th>Edge-Set-Cov-StD</th>
<th>Ave-Deg</th>
<th>Ave-Deg-StD</th>
<th>Ave-Path-Len</th>
<th>Ave-Path-Len-StD</th>
<th>Ave-Clust-Coeff</th>
<th>Ave-Clust-Coeff-StD</th>
<th>Ave-Density</th>
<th>Ave-Density-StD</th>
<th>Ave-Nod-Deg-In-Layer</th>
<th>Ave-Nod-Deg-In-Layer-StD</th>
<th>Ave-Node-Pres-In-Layers</th>
<th>Ave-Node-Pres-In-Layers-StD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Florentine</td>
<td>2</td>
<td>15</td>
<td>35</td>
<td>0.8667</td>
<td>0.2886</td>
<td>0.5</td>
<td>0.101</td>
<td>0.9444</td>
<td>0.786</td>
<td>2.45</td>
<td>0.05</td>
<td>0.0611</td>
<td>0.0079</td>
<td>0.4306</td>
<td>0.0196</td>
<td>0.1286</td>
<td>2.3333</td>
<td>1.9881</td>
<td>1.2667</td>
</tr>
<tr>
<td>Monastery</td>
<td>10</td>
<td>18</td>
<td>510</td>
<td>0.9722</td>
<td>0.054</td>
<td>0.1</td>
<td>0.0131</td>
<td>2.8331</td>
<td>0.397</td>
<td>1.99</td>
<td>2.385</td>
<td>0.0685</td>
<td>0.0278</td>
<td>0.4753</td>
<td>0.1797</td>
<td>0.6895</td>
<td>28.3333</td>
<td>10.6826</td>
<td>8.7222</td>
</tr>
<tr>
<td>Bankwiring</td>
<td>6</td>
<td>14</td>
<td>110</td>
<td>0.7381</td>
<td>0.133</td>
<td>0.1667</td>
<td>0.0684</td>
<td>1.5071</td>
<td>0.8687</td>
<td>1.9</td>
<td>0.3</td>
<td>0.0833</td>
<td>0.0732</td>
<td>0.9471</td>
<td>0.7046</td>
<td>0.3626</td>
<td>7.8571</td>
<td>5.7893</td>
<td>3.2857</td>
</tr>
<tr>
<td>Tailorship</td>
<td>4</td>
<td>39</td>
<td>552</td>
<td>0.9615</td>
<td>0.0491</td>
<td>0.25</td>
<td>0.1207</td>
<td>3.695</td>
<td>1.6539</td>
<td>2.125</td>
<td>0.2586</td>
<td>0.0487</td>
<td>0.0306</td>
<td>0.2628</td>
<td>0.1066</td>
<td>0.224</td>
<td>14.1538</td>
<td>8.4216</td>
<td>3.3333</td>
</tr>
<tr>
<td>Aucs</td>
<td>5</td>
<td>61</td>
<td>620</td>
<td>0.7344</td>
<td>0.2621</td>
<td>0.2</td>
<td>0.1184</td>
<td>5.2149</td>
<td>2.4564</td>
<td>2.44</td>
<td>0.6468</td>
<td>0.5028</td>
<td>0.1707</td>
<td>0.124</td>
<td>0.0725</td>
<td>0.1929</td>
<td>20.3279</td>
<td>11.3118</td>
<td>3.6721</td>
</tr>
<tr>
<td>FF-tw-yt</td>
<td>3</td>
<td>607</td>
<td>74,862</td>
<td>0.6194</td>
<td>0.447</td>
<td>0.3333</td>
<td>0.29</td>
<td>5.4029</td>
<td>4.1574</td>
<td>4.18</td>
<td>1.27</td>
<td>0.0474</td>
<td>0.0235</td>
<td>0.0062</td>
<td>0.0023</td>
<td>0.0016</td>
<td>11.6844</td>
<td>56.165</td>
<td>1.2933</td>
</tr>
<tr>
<td>Friendfeed</td>
<td>3</td>
<td>21,006</td>
<td>573,600</td>
<td>0.4305</td>
<td>0.4914</td>
<td>0.3333</td>
<td>0.4614</td>
<td>23.9563</td>
<td>16.6429</td>
<td>10.59</td>
<td>3.432</td>
<td>0.1071</td>
<td>0.1191</td>
<td>0.0123</td>
<td>0.0016</td>
<td>0.0012</td>
<td>27.3065</td>
<td>107.9762</td>
<td>0.6619</td>
</tr>
</tbody>
</table>

Florentine 2 15 35 0.8667 0.2886 0.5 0.101 0.9444 0.786 2.45 0.05 0.0611 0.0079 0.4306 0.0196 0.1286 2.3333 1.9881 1.2667 0.8837
Monastery 10 18 510 0.9722 0.054 0.1 0.0131 2.8331 0.397 1.99 2.385 0.0685 0.0278 0.4753 0.1797 0.6895 28.3333 10.6826 8.7222 1.4061
Bankwiring 6 14 110 0.7381 0.133 0.1667 0.0684 1.5071 0.8687 1.9 0.3 0.0833 0.0732 0.9471 0.7046 0.3626 7.8571 5.7893 3.2857 1.7728
Tailorship 4 39 552 0.9615 0.0491 0.25 0.1207 3.695 1.6539 2.125 0.2586 0.0487 0.0306 0.2628 0.1066 0.224 14.1538 8.4216 3.3333 0.8983
Aucs 5 61 620 0.7344 0.2621 0.2 0.1184 5.2149 2.4564 2.44 0.6468 0.5028 0.1707 0.124 0.0725 0.1929 20.3279 11.3118 3.6721 0.9785
FF-tw-yt 3 607 74,862 0.6194 0.447 0.3333 0.29 5.4029 4.1574 4.18 1.27 0.0474 0.0235 0.0062 0.0023 0.0016 11.6844 56.165 1.2933 0.8051
Friendfeed 3 21,006 573,600 0.4305 0.4914 0.3333 0.4614 23.9563 16.6429 10.59 3.432 0.1071 0.1191 0.0123 0.0016 0.0012 27.3065 107.9762 0.6619 0.9117
the results are converged and the error of the results is reduced. Therefore, the number of optimization iterations \( (n_g) \) is set to five for all networks.

6. Discussion and results analysis

To generate mLFR networks with overlapping communities, there are two main parameters: \( ON \) represents the number of overlapping nodes and \( OM \) specifies the number of memberships that a node can have (i.e. the number of communities a node can belong to). In addition, another important parameter in mLFR networks generation is the mixing parameter \( \mu \), which is the ratio of a node’s in-degree to out-degree to the community it belongs. Obviously, increasing \( \mu \), communities becomes more complex and interwoven so the process of community detection becomes more complicated. In other words, in networks with \( \mu > 0.5 \) there are no multilayer strong communities as given by Definition 3.2. This is why in defining the objective functions (Section 3.1), we have considered multilayer weak community as the base.

With these explanations, Figs. 6 and 7 shows that, increasing \( OM \) and \( ON \), the performance of the algorithm is improved with greater distance, indicating that increasing the amount of overlaps, the algorithm’s operating distance is increased. This difference is due to the definition of overlapping multilayer communities and its focus on designing a mathematical model and the proper operation of the second part of the algorithm, which selects communities from the Pareto front.

At \( \mu < 0.2 \), because the community structure of the networks is quite clear and the density of communications between the communities is low, naturally, the algorithms have proper results, but with increasing \( \mu \) the difference between the results of the algorithms is more pronounced.

Also, in all mLFR networks with \( \mu < 0.7 \) the proposed algorithm outperforms the other methods, and when \( \mu > 0.5 \), the performance of all the algorithms drop.

At \( \mu > 0.7 \), due to the enormous complexity of the network and the entanglement of the communities as well as and the lack of community structure, the algorithms show more fluctuations. This is because in these circumstances, often only overlapping sections of communities are identified as dense communities, while they are merely part of larger communities.

In addition, when the communities are not overlapping, i.e. \( OM = 1 \), although our proposed method (MLCD) still performs better, but the results are close to other methods like GenLouvain and minInformap. Instead, in multilayer overlapping communities \( OM = [2,4] \), because of the emphasis on overlapping communities, the proposed algorithm again performs much better. This shows that the proposed novel method works correctly in trying to find overlapping communities in multilayer networks. It should also be noted that, uniform reduction of the NMI with increasing \( \mu \) in Figs. 6 and 7 shows that the results can also be generalized to other networks with different \( OM \) and \( ON \).

The stability of the results against the changes over the parameters as well as the convergence of results in low repetitions of optimization is another advantage of the proposed method. The reason for the stability of the results is the second phase of the algorithm (community selection). An ideal Pareto solution contains appropriate combination of dense communities. On the other hand, each Pareto optimal solution contains a number of dense communities, but does not necessarily have the proper combination of them. Therefore, the major part of the attempt of the optimization process is to find the proper combination of communities. When we focus on the choice of communities rather than choosing a Pareto solution (partition), the effect of parameter changes as well as the difference in repetitions is largely neutralized. This causes the selection of the proper communities regardless of which Pareto solution they belong to.

In addition, in Figs. 10 and 11, the communities of the dataset Aucs are visualized. In order to have a comprehensive understanding of the results, as can be seen in Fig. 10, the multiyear communities include different number of nodes in the contributing layers. Also, the layers in a multilayer network can have different number of nodes. In Fig. 11, layers, nodes, size of the communities and nodes’ flow between layers (to organize a multilayer community) are explicitly shown. This completely matches our definition for multilayer community that emphasizes communities form in a subset of layers.

7. Conclusion

In addition, in this paper a new definition of multilayer community is presented which provides more accurate and meaningful results in comparison with other methods. According to Definition 3.1, despite approaches like flattening, ensemble based and so on, communities are formed in different layers, which eliminates the limitation of presence in all layers for a community. It is important to note that all nodes in a multilayer community not necessarily have dense connections in all layers, and they may even not have any connections in some layers. In this case, if we consider all the layers, it will not only distort the community detection process, but also produces results which are not necessarily meaningful and correct.

Finally, it is worth noting that the proposed idea can be applied to many other applications apart from community detection, as it is a general approach to solve problems that consist of sub-problems. In other words, in problems where the final solution should include the appropriate combination of the following sub-problems, the proposed idea can be applied. Although multi-objective optimization methods generally produce a set of Pareto optimal solutions (Pareto front), here, we get one solution which has been created from the proper combination of the sub-problems (however, because they have been chosen independently, they may also overlap). For example, in the case of community detection in networks, in addition to finding dense communities, the results should also contain the proper combination of communities. Finally, our study may also be extended by fuzzy based method to determine node’s memberships in multilayer networks and it is also interesting to evaluate the performance of the proposed algorithm on larger networks.
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Appendix

To have a better insight of multilayer networks, different measures are proposed by researchers. In this appendix, some structural measures of real networks, which have been used in this paper, are presented (see Tables A.1 and A.2).
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