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ABSTRACT. A new approach to define the similarity measure between interval-valued fuzzy sets is presented. The proposed approach is based on a weighted measure in which the normalized similarities between lower functions and also between upper functions are combined by a weight parameter. The properties of this similarity measure are investigated. It is shown that, the proposed measure has some advantages in comparison with the commonly used similarity measures.

1. Introduction

In the real world, there are vaguely specified data values in many applications. Fuzzy set theory has been proposed to handle such vagueness by generalizing the notion of membership in a set. In a fuzzy set, each element is associated with a point-value selected from the unit interval [0,1], which is termed the grade of membership in the set [33].

The intuitionistic fuzzy sets (IFSs) [1, 2], the vague sets [14], and the interval-valued fuzzy sets [4, 15] are some generalizations of a fuzzy set. Since these generalizations can present the degrees of membership and non-membership with a degree of indeterminacy, the knowledge and semantic representation becomes more meaningful and applicable (see [1, 3, 2]). These generalizations have been widely studied and applied to a variety of areas such as decision making, pattern recognition, medical diagnostics, etc (see, e.g. [9, 11, 17, 20, 21, 24, 25, 26, 30, 31]).

An important issue related to interval-values fuzzy sets, which is very important in the applied area especially in pattern recognition, is the similarity measure between such sets. This topic has been studied by some researchers. For instance, Chen [7, 8] and Chen and Tan [10] studied several similarity measures for measuring the degree of similarity of vague sets. Li and Cheng [22] investigated the similarity measures on intuitionistic fuzzy sets and used these measures for the problem of pattern recognition. Li and Cheng’s similarity measures may not be effective in some cases, and so to overcome the drawbacks of their methods, Liang and Shi [23] and Mitchell [24] proposed several new similarity measures. Numerical comparisons showed that these similarity measures are more reasonable than
Li and Cheng’s ones. Julian et al. [21] reviewed and revised the similarity measures introduced by Mitchell [24], and then, proposed a more scattered similarity measure for pattern recognition. Hung and Yang [18] presented a new method to calculate the degree of similarity between IFSs based on the Hausdorff distance (see also the approach introduced by Hung and Yang [19] based on $L_p$ metric). Wang and Xin [28] provided the definitions of distance measures between IFSs, and then applied these measures to pattern recognition. Chachi and Taheri [6] introduced two general classes of similarity measures on IFSs, which include several commonly used similarity measures between IFSs. Dinagar and Anbalagan [12] provided an extended version of similarity measure on the type-2 fuzzy numbers. For studying some other researches about the similarity measure on interval-valued (intuitionistic) fuzzy sets, see Hwang et al. [20], Wei et al. [29], Ye [32], Zeng and Guo [34], Zeng and Li [35], and Zhang et al. [36].

In this paper, a new weighted similarity measure for interval-valued fuzzy sets is introduced. Since, the similarity measures introduced by Li and Cheng’s [22], Liang and Shi’s [23], Wang and Xin’s [28], and Zeng and Guo’s [34] can not be effective in some cases, we compare our proposed method with the similarity measures for pattern recognition. Numerical comparisons show that our proposed similarity measure is more reasoned.

The paper is organized as follows: In Section 2, we review some preliminary concepts about interval-valued fuzzy sets. In Section 3, we introduce a new weighted similarity measure between interval-valued fuzzy sets when the universal set is as discrete or continuous. In Section 4, we compare our method with some other methods. Application of the proposed method to pattern recognition is studied in Section 5, indicating the performance of the proposed method. Finally, a brief conclusion is provided in Section 6.

2. Preliminary Concepts

In the following, we review some notations and preliminary concepts of interval-valued fuzzy sets. For more details, the reader is referred to Atanassov [1, 3, 2] and Atanassov and Gargov [4].

**Definition 2.1.** An interval-valued fuzzy set (IVFS) $\tilde{A}$ on the universal set $X$ is defined as

$$\tilde{A} = \{(x, [\mu_\tilde{A}(x), 1 - \nu_\tilde{A}(x)]) | x \in X\},$$

where, $\mu_\tilde{A}(\cdot) : X \rightarrow [0, 1]$ is the “degree of membership”, $\nu_\tilde{A}(\cdot) : X \rightarrow [0, 1]$ is the “degree of nonmembership”, and $0 \leq \mu_\tilde{A}(x) + \nu_\tilde{A}(x) \leq 1$ for all $x \in X$. Also, the value $\tau_\tilde{A}(x) = 1 - \mu_\tilde{A}(x) - \nu_\tilde{A}(x)$ is called the “degree of indeterminacy” of the element $x \in X$ to the IVFS $\tilde{A}$.

In the above definition, $\mu_\tilde{A}(x)$ and $1 - \nu_\tilde{A}(x)$ are the lower and upper bounds for degree of membership of $x$ into $\tilde{A}$. Therefore, the degree of membership of $x$ into the interval-valued fuzzy set $\tilde{A}$ is characterized by the interval $[\mu_\tilde{A}(x), 1 - \nu_\tilde{A}(x)]$ (see [4, 16, 15, 27]).

Generally, the idea of interval-valued fuzzy sets was attributed to Gorzalczany [16] and Turksen [27]. Some well-known generalizations of a fuzzy set are, the
so-called intuitionistic fuzzy set, introduced by Atanassov [1, 2], and the vague set, defined by Gau and Buehrer [14]. Essentially, these three approaches are not independent and there exist relationship among them. Sometimes, they are even mathematically equivalent, however they have arisen on different ground and they have different semantics (for more details, see [1, 2, 4, 5, 14]).

Note that, in a special case, if for each \( x \in X \), \( \nu_A(x) = 1 - \mu_A(x) \), then the interval-valued fuzzy set \( \tilde{A} \) is reduced to a fuzzy set with the membership function \( \mu_A(.) \).

**Definition 2.2.** [19] If \( \tilde{A} \) and \( \tilde{B} \) are two IVFSs on \( X \), then

i) \( \tilde{A} \subseteq \tilde{B} \) if and only if \( \forall \ x \in X \), \( \mu_{\tilde{A}}(x) \leq \mu_{\tilde{B}}(x) \) and \( \nu_{\tilde{A}}(x) \geq \nu_{\tilde{B}}(x) \).

ii) \( \tilde{A} = \tilde{B} \) if and only if \( \forall \ x \in X \), \( \mu_{\tilde{A}}(x) = \mu_{\tilde{B}}(x) \) and \( \nu_{\tilde{A}}(x) = \nu_{\tilde{B}}(x) \).

### 3. A New Weighted Similarity Measure

In this section, we introduce a new weighted similarity measure between the interval-valued fuzzy sets. We also state and prove the properties of the proposed definition.

**Definition 3.1.** Let \( \tilde{A} \) and \( \tilde{B} \) be two IVFSs of the universal set \( X \). The weighted similarity measure between \( \tilde{A} \) and \( \tilde{B} \) is defined as follows:

i) **Discrete case:** Let \( X = \{x_1, x_2, ..., x_n\} \). We first introduce the sum of lower bounds and the sum of upper bounds of subintervals \([\mu_{\tilde{A}}(x_i), 1 - \nu_{\tilde{A}}(x_i)]\) and \([\mu_{\tilde{B}}(x_i), 1 - \nu_{\tilde{B}}(x_i)]\), \( i = 1, 2, ..., n \), as follows

\[
ST_\mu = \sum_{i=1}^{n} \left[ \mu_{\tilde{A}}(x_i) + \mu_{\tilde{B}}(x_i) \right], \quad ST_\nu = \sum_{i=1}^{n} \left[ (1 - \nu_{\tilde{A}}(x_i)) + (1 - \nu_{\tilde{B}}(x_i)) \right].
\]

Also, the proportions of the end points for each \( i = 1, 2, ..., n \) are given by

\[
\varphi_\mu(x_i) = \frac{|\mu_{\tilde{A}}(x_i) - \mu_{\tilde{B}}(x_i)|}{ST_\mu}, \quad \varphi_\nu(x_i) = \frac{|(1 - \nu_{\tilde{A}}(x_i)) - (1 - \nu_{\tilde{B}}(x_i))|}{ST_\nu}.
\]

Then, the weighted similarity measure between \( \tilde{A} \) and \( \tilde{B} \) is defined as follows

\[
S_w(\tilde{A}, \tilde{B}) = 1 - \left[ w \cdot \sum_{i=1}^{n} \frac{\varphi_\mu(x_i) + (1 - w) \cdot \varphi_\nu(x_i)}{ST_\mu} \right] = 1 - \left[ \frac{\sum_{i=1}^{n} |\mu_{\tilde{A}}(x_i) - \mu_{\tilde{B}}(x_i)|}{ST_\mu} - (1 - w) \cdot \frac{\sum_{i=1}^{n} |\nu_{\tilde{A}}(x_i) - \nu_{\tilde{B}}(x_i)|}{ST_\nu} \right].
\]

ii) **Continuous case:** Let \( X = \mathbb{R} \). Then, in a similar way to the discrete case, the weighted similarity measure between \( \tilde{A} \) and \( \tilde{B} \) is defined as follows (subject to existence of integrals)

\[
S_w(\tilde{A}, \tilde{B}) = 1 - \left[ w \cdot \int_{-\infty}^{\infty} \varphi_\mu(x)dx + (1 - w) \cdot \int_{-\infty}^{\infty} \varphi_\nu(x)dx \right] = 1 - \left[ \frac{\int_{-\infty}^{\infty} |\mu_{\tilde{A}}(x) - \mu_{\tilde{B}}(x)|dx}{ST_\mu} - (1 - w) \cdot \frac{\int_{-\infty}^{\infty} |\nu_{\tilde{A}}(x) - \nu_{\tilde{B}}(x)|dx}{ST_\nu} \right].
\]

where, \( 0 \leq w \leq 1 \).
Remark 3.2. In Definition 3.1, we have two similarity measures on the lower bounds $\mu_A(\cdot)$ and $\mu_B(\cdot)$, and also on the upper bounds $1 - \nu_A(\cdot)$ and $1 - \nu_B(\cdot)$. We can control these similarity measures with the weight value $w$. It is obvious that the selection of $w$ is more or less subjective, and it depends on the users opinion. The greater value of $w$ means the more importance for the lower bounds.

Proposition 3.3. The mapping $S_w$ on $IVFS \times IVFS$ satisfies the following properties:

P1: $0 \leq S_w(\tilde{A}, \tilde{B}) \leq 1$,
P2: $S_w(\tilde{A}, \tilde{B}) = 1$ if and only if $\tilde{A} = \tilde{B}$,
P3: $S_w(\tilde{A}, \tilde{B}) = S_w(\tilde{B}, \tilde{A})$,
P4: If $\tilde{A} \subseteq \tilde{B} \subseteq \tilde{C}$, then $S_w(\tilde{A}, \tilde{C}) \leq \min\{S_w(\tilde{A}, \tilde{B}), S_w(\tilde{B}, \tilde{C})\}$.

Proof. The properties P1, P2, and P3 are obviously held. We only prove the property P4 for the case $X = R$ (for discrete case, a similar proof can be used). Since $\tilde{A} \subseteq \tilde{B} \subseteq \tilde{C}$, based on Definition 2.2, for each $x \in X$, we have $\mu_A(x) \leq \mu_B(x) \leq \mu_C(x)$ and $\nu_A(x) \geq \nu_B(x) \geq \nu_C(x)$, and then

$$\int_{-\infty}^{\infty} \mu_A(x)dx \leq \int_{-\infty}^{\infty} \mu_B(x)dx \leq \int_{-\infty}^{\infty} \mu_C(x)dx,$$

and

$$\int_{-\infty}^{\infty} \nu_A(x)dx \geq \int_{-\infty}^{\infty} \nu_B(x)dx \geq \int_{-\infty}^{\infty} \nu_C(x)dx.$$

Hence, we have

$$\int_{-\infty}^{\infty} |\mu_A(x) - \mu_C(x)|dx = \int_{-\infty}^{\infty} (\mu_C(x) - \mu_A(x)) dx \geq \int_{-\infty}^{\infty} (\mu_C(x) - \mu_B(x)) dx = \int_{-\infty}^{\infty} |\mu_C(x) - \mu_B(x)|dx.$$

But, $\int_{-\infty}^{\infty} \mu_A(x)dx + \int_{-\infty}^{\infty} \mu_C(x)dx \leq \int_{-\infty}^{\infty} \mu_B(x)dx + \int_{-\infty}^{\infty} \mu_C(x)dx$, and so

$$I_1 = \frac{\int_{-\infty}^{\infty} |\mu_A(x) - \mu_C(x)|dx}{\int_{-\infty}^{\infty} \mu_A(x)dx + \int_{-\infty}^{\infty} \mu_C(x)dx} \geq \frac{\int_{-\infty}^{\infty} |\mu_C(x) - \mu_B(x)|dx}{\int_{-\infty}^{\infty} \mu_B(x)dx + \int_{-\infty}^{\infty} \mu_C(x)dx} = I_2. \quad (1)$$

Similarly, since for each $x \in X$, $1 - \nu_A(x) \leq 1 - \nu_B(x) \leq 1 - \nu_C(x)$, the similar relations are held for the nonmembership functions, as follows:

$$I'_1 = \frac{\int_{-\infty}^{\infty} |\nu_A(x) - \nu_C(x)|dx}{\int_{-\infty}^{\infty} (1 - \nu_A(x))dx + \int_{-\infty}^{\infty} (1 - \nu_C(x))dx} \geq \frac{\int_{-\infty}^{\infty} |\nu_C(x) - \nu_B(x)|dx}{\int_{-\infty}^{\infty} (1 - \nu_B(x))dx + \int_{-\infty}^{\infty} (1 - \nu_C(x))dx} = I'_2. \quad (2)$$

Based on the relations (1) and (2), we can obtain the following relation between $S_w(\tilde{A}, \tilde{C})$ and $S_w(\tilde{B}, \tilde{C})$ as

$$S_w(\tilde{A}, \tilde{C}) = 1 - wI_1 - (1 - w)I'_1 \leq 1 - wI_2 - (1 - w)I'_2 = S_w(\tilde{B}, \tilde{C}).$$

Similarly, we can show that $S_w(\tilde{A}, \tilde{C}) \leq S_w(\tilde{A}, \tilde{B})$, and the proof is complete. \qed
Remark 3.4. It should be mentioned that, the most common similarity measures introduced by authors satisfy the properties $P1$, $P3$, $P4$, and a weak version of $P2$ as “$P2'$” if $\tilde{A} = \tilde{B}$, then $S(\tilde{A}, \tilde{B}) = 1$. For instance, see [22, 23, 28, 34]. Note that, as we will explain in the next section, considering $P2'$ instead of $P2$ may lead to some mistakes in practical applications.

Remark 3.5. In Definition 3.1, if $\nu_{\tilde{\chi}}(\cdot) = 1 - \mu_{\tilde{\chi}}(\cdot)$ and $\nu_{\tilde{\nu}}(\cdot) = 1 - \mu_{\tilde{\nu}}(\cdot)$, then, two interval-valued fuzzy sets $\tilde{A}$ and $\tilde{B}$ are reduced to two fuzzy sets. In such a case, the weighted similarity measure between $\tilde{A}$ and $\tilde{B}$ is reduced as follows

$$S_w(\tilde{A}, \tilde{B}) = \left\{ \begin{array}{ll} 1 - \frac{\sum_{i=1}^{n} |\mu_{\tilde{A}}(x_i) - \mu_{\tilde{B}}(x_i)|}{\sum_{i=1}^{n} \mu_{\tilde{A}}(x_i) + \sum_{i=1}^{n} \mu_{\tilde{B}}(x_i)}, & \text{if } X = \{x_1, x_2, ..., x_n\} \\ 1 - \frac{\int_{-\infty}^{\infty} |\mu_{\tilde{A}}(x) - \mu_{\tilde{B}}(x)| \, dx}{\int_{-\infty}^{\infty} \mu_{\tilde{A}}(x) \, dx + \int_{-\infty}^{\infty} \mu_{\tilde{B}}(x) \, dx}, & \text{if } X = R \end{array} \right.$$  

Definition 3.6. [22] Assume that there exist $n$ patterns in the universal set $X$, which are represented by IVFSs $\tilde{A}_i$, $i = 1, 2, ..., n$, and there is a sample represented by IVFS $\tilde{B}$ in $X$. Suppose that

$$S_w(\tilde{A}_k, \tilde{B}) = \max_{i=1,...,n} \{S_w(\tilde{A}_i, \tilde{B})\}.$$  

Then, we decide that the sample $\tilde{B}$ should belong to the pattern $\tilde{A}_k$. This principle is called “principle of the maximum degree of similarity”, and is commonly used in pattern recognition based on IVFSs.

4. Comparison Studies

In this section, we compare our method with some other works on the similarity measures of the interval-value (intuitionistic) fuzzy sets.

4.1. Comparison with Li and Cheng’s Approach. Let $\tilde{A}$ and $\tilde{B}$ be two IVFSs on the universal set $X$. Li and Cheng [22] based on the median values $\varphi_{A}(i) = (\mu_{\tilde{A}}(x_i) + 1 - \nu_{\tilde{A}}(x_i))/2$ and $\varphi_{B}(i) = (\mu_{\tilde{B}}(x_i) + 1 - \nu_{\tilde{B}}(x_i))/2$, $i = 1, 2, ..., n$, introduced a similarity measure between $\tilde{A}$ and $\tilde{B}$ as follows ($p \geq 1$)

$$S_{LC}^p(\tilde{A}, \tilde{B}) = \left\{ \begin{array}{ll} 1 - \frac{1}{\sqrt[n]{n}} \sqrt{\sum_{i=1}^{n} (\varphi_{A}(i) - \varphi_{B}(i))^p}, & \text{if } X = \{x_1, x_2, ..., x_n\} \\ 1 - \frac{1}{\sqrt[n]{b-a}} \sqrt{\int_{a}^{b} (\varphi_{A}(x) - \varphi_{B}(x))^p \, dx}, & \text{if } X = [a, b] \end{array} \right.$$  

Our proposed similarity measure has the following advantages over the Li and Cheng’s one.

The similarity measure introduced by Li and Cheng is based on the median values $\varphi_{A}(i)$ and $\varphi_{B}(i)$, $i = 1, ..., n$. Now, if median values for each subinterval $[\mu_{\tilde{A}}(x_i), 1 - \nu_{\tilde{A}}(x_i)]$ and $[\mu_{\tilde{B}}(x_i), 1 - \nu_{\tilde{B}}(x_i)]$ are equal, then the similarity measure between $\tilde{A}$ and $\tilde{B}$ is equal to 1. Hence, in such cases, we can not distinguish different
similarities. But, our method is based on the proportions of end points of subintervals in IVFSs (i.e., \( \varphi_{\mu}(x_i) = \frac{\mu_A(x_i) - \mu_B(x_i)}{ST_{\mu}} \) and \( \varphi_{\nu}(x_i) = \frac{\nu_A(x_i) - \nu_B(x_i)}{ST_{\nu}} \)). Since \( ST_{\mu} \) and \( ST_{\nu} \) are depended on the degrees of membership and non-membership of IVFSs, we obtain different results, while the median values of IVFSs are the same (see Example 4.1).

Also, based on \( S_{LC}^p(\tilde{A}, \tilde{B}) \), we may have \( \tilde{A} \neq \tilde{B} \), but \( S_{LC}^p(\tilde{A}, \tilde{B}) = 1 \). In fact, the definition proposed by Li and Cheng obeys the weak property \( P2' \) instead of \( P2 \).

**Example 4.1.** [23] Suppose that there are three patterns denoted by IFVSs on \( X = \{x_1, x_2, x_3\} \) as follows:

\[
\tilde{A}_1 = \{(x_1, 0.3, 0.7), (x_2, 0.2, 0.8), (x_3, 0.1, 0.9)\}; \\
\tilde{A}_2 = \{(x_1, 0.2, 0.8), (x_2, 0.2, 0.8), (x_3, 0.2, 0.8)\}; \\
\tilde{A}_3 = \{(x_1, 0.4, 0.6), (x_2, 0.4, 0.6), (x_3, 0.4, 0.6)\}.
\]

Assume that a sample \( \tilde{B} = \{(x_1, 0.3, 0.7), (x_2, 0.2, 0.8), (x_3, 0.1, 0.9)\} \) is given. According to Li and Cheng’s definition, \( S_{LC}^p(\tilde{A}_1, \tilde{B}) = 1 \), \( S_{LC}^p(\tilde{A}_3, \tilde{B}) = 1 \), and \( S_{LC}^p(\tilde{A}_2, \tilde{B}) = 1 \). It is clear that the sample \( \tilde{B} \) is similar to the pattern \( \tilde{A}_1 \), but the correct result is not obtained based on this definition. According to our proposed definition with \( w = \frac{1}{2} \), \( S_w(\tilde{A}_1, \tilde{B}) = 1 \), \( S_w(\tilde{A}_3, \tilde{B}) = 0.8958 \), and \( S_w(\tilde{A}_2, \tilde{B}) = 0.7619 \). Hence, the sample \( \tilde{B} \) belongs to the pattern \( \tilde{A}_1 \).

4.2. **Comparison with Liang and Shi’s Approaches.** In the following, we compare our method with two methods introduced by Liang and Shi [23].

4.2.1. **Liang and Shi’s First Approach.** The first similarity measure on \( X = \{x_1, x_2, ..., x_n\} \) by Liang and Shi is introduced as

\[
S_{LS1}^p(\tilde{A}, \tilde{B}) = 1 - \frac{1}{\sqrt{n}} \sqrt[p]{\sum_{i=1}^{n} (\varphi_{\mu_{AB}}(i) + \varphi_{\nu_{AB}}(i))^p}, \quad p \geq 1
\]

where, \( \varphi_{\mu_{AB}}(i) = |\mu_A(x_i) - \mu_B(x_i)|/2 \) and \( \varphi_{\nu_{AB}}(i) = |\nu_A(x_i) - \nu_B(x_i)|/2 \).

Liang and Shi in this definition used the differences of two end points of the intervals in IVFSs. Hence, if the difference values of intervals between IVFSs are equal, since the denominators of \( \varphi_{\mu_{AB}}(\cdot) \) and \( \varphi_{\nu_{AB}}(\cdot) \) are fixed, then similarity measures between IVFSs are equal, and we can not obtain the correct result. But, in our approach, we use \( ST_{\mu} \) and \( ST_{\nu} \) in the denominators of \( \varphi_{\mu}(x_i) \) and \( \varphi_{\nu}(x_i) \), hence, the similarity measures between IVFSs are different (see Example 4.2).

Also, note that the definition proposed by Liang and Shi obeys the weak property \( P2' \), but it does not satisfies the property \( P2 \).

4.2.2. **Liang and Shi’s Second Approach.** Liang and Shi [23] also introduced another definition of similarity measure on \( X = \{x_1, x_2, ..., x_n\} \). They first defined the median values of the IVF sets as \( m_A(x_i) = (\mu_A(x_i) + 1 - \nu_A(x_i))/2 \) and \( m_B(x_i) = (\mu_B(x_i) + 1 - \nu_B(x_i))/2 \), \( i = 1, 2, ..., n \). Hence, the interval \([\mu_A(x_i), 1 - \nu_A(x_i)]\) is divided into two subintervals \([\mu_A(x_i), m_A(x_i)]\) and \([m_A(x_i), 1 - \nu_A(x_i)]\) (in a similar
way, we obtain \([μ_\tilde{A}(x_i), m_\tilde{B}(x_i)]\) and \([m_\tilde{A}(x_i), 1 - ν_\tilde{A}(x_i)]\). The median values of these subintervals are obtained as follows

\[
m_{A1}(x_i) = \frac{μ_\tilde{A}(x_i) + m_\tilde{A}(x_i)}{2}, \quad m_{A2}(x_i) = \frac{m_\tilde{A}(x_i) + 1 - ν_\tilde{A}(x_i)}{2},
\]

\[
m_{B1}(x_i) = \frac{μ_\tilde{B}(x_i) + m_\tilde{B}(x_i)}{2}, \quad m_{B2}(x_i) = \frac{m_\tilde{B}(x_i) + 1 - ν_\tilde{B}(x_i)}{2}.
\]

Then, the similarity measure between \(\tilde{A}\) and \(\tilde{B}\) is defined as follows

\[
S^p_{LS2}(\tilde{A}, \tilde{B}) = 1 - \frac{1}{\sqrt[n]{n}} \left\| \sum_{i=1}^{n} (φ_{s1}(i) + φ_{s2}(i))^p \right\|, \quad p \geq 1
\]

where, for each \(i = 1, 2, ..., n\)

\[
φ_{s1}(i) = \frac{|m_{A1}(x_i) - m_{B1}(x_i)|}{2}, \quad φ_{s2}(i) = \frac{|m_{A2}(x_i) - m_{B2}(x_i)|}{2}.
\]

In this definition, if the median values of subintervals of IVFSs are equal, since the denominators of \(φ_{s1}(.)\) and \(φ_{s2}(.)\) are fixed, then similarity measures between IVFSs are equal, and we cannot obtain the correct result. But in such situations, since we use \(ST_μ\) and \(ST_\bar{w}\) in the denominators of \(ϕ_µ(.)\) and \(ϕ_w(.)\), the results of similarity measures between IVFSs are different (see Example 4.2). Similar to the first definition of Liang and Shi, the second definition of Liang and Shi does not obey property P2.

**Example 4.2.** [23] Assume that there are two patterns denoted by IFVSs on \(X = \{x_1, x_2, x_3\}\) as follows:

\[
\tilde{A}_1 = \{(x_1, [0.2, 0.8]), (x_2, [0.2, 0.8]), (x_3, [0.2, 0.8])\};
\]

\[
\tilde{A}_2 = \{(x_1, [0.4, 0.6]), (x_2, [0.4, 0.6]), (x_3, [0.4, 0.6])\}.
\]

Assume that a sample \(\tilde{B} = \{(x_1, [0.3, 0.7]), (x_2, [0.3, 0.7]), (x_3, [0.3, 0.7])\}\) is given. According to the above definitions of Liang and Shi, \(S^p_{LS1}(\tilde{A}_1, \tilde{B}) = S^p_{LS1}(\tilde{A}_2, \tilde{B})\) and \(S^p_{LS2}(\tilde{A}_1, \tilde{B}) = S^p_{LS2}(\tilde{A}_2, \tilde{B})\). Hence, we cannot make a decision about the sample \(\tilde{B}\) based on these definitions. But, based on our definition of similarity measure for the different values of \(w\), we obtain the different values of \(S_w(\tilde{A}_1, \tilde{B})\) and \(S_w(\tilde{A}_2, \tilde{B})\). For example, if \(w = \frac{1}{2}\) then, \(S_w(\tilde{A}_1, \tilde{B}) = 0.8667\) and \(S_w(\tilde{A}_2, \tilde{B}) = 0.8901\). Hence, the sample \(\tilde{B}\) belongs to the pattern \(\tilde{A}_2\).

4.3. **Comparison with Zeng and Guo’s Approach.** Zeng and Guo [34] introduced a similarity measure between two IVFSs on a discrete universal set \(X = \{x_1, x_2, ..., x_n\}\) based on some normalized distances. They defined the similarity measure between two IVFSs \(\tilde{A}\) and \(\tilde{B}\) as follows

\[
S_{ZG}(\tilde{A}, \tilde{B}) = \frac{f(d(\tilde{A}, \tilde{B})) - f(1)}{f(0) - f(1)},
\]

where, \(f : [0, 1] \rightarrow [0, 1]\) is a strictly monotone decreasing function, and \(d(., .)\) is some normalized distances from Atanassov [2] as follows
i) Normalized Hamming distance:
\[
d_1(\tilde{A}, \tilde{B}) = \frac{1}{2n} \sum_{i=1}^{n} (|\mu_{\tilde{A}}(x_i) - \mu_{\tilde{B}}(x_i)| + |\nu_{\tilde{A}}(x_i) - \nu_{\tilde{B}}(x_i)|),
\]

ii) Normalized Euclidean distance:
\[
d_2(\tilde{A}, \tilde{B}) = \sqrt{\frac{1}{2n} \sum_{i=1}^{n} ((\mu_{\tilde{A}}(x_i) - \mu_{\tilde{B}}(x_i))^2 + (\nu_{\tilde{A}}(x_i) - \nu_{\tilde{B}}(x_i))^2)}.
\]

They also introduced some operations for \(f(.)\) as follows:
\[
\begin{align*}
f_1(x) &= 1 - x, \\
f_2(x) &= 1 - x^2, \\
f_3(x) &= 1/(1 + x), \\
f_4(x) &= e^{-x}.
\end{align*}
\]

This definition used the differences of the end points of subintervals in IVFSs for calculating the normalized distance \(d(., .)\). If the difference values between IVFSs are equal, then the normalized distance between IVFSs are equal, and hence, the similarity measures between IVFSs are similar. So, we can not obtain the correct result. But, in our approach, we use \(ST_\nu\) and \(ST_\nu\) in the denominators of \(\varphi_\mu(x_i)\) and \(\varphi_\nu(x_i)\), hence, the similarity measures between IVFSs are different (see Example 4.3).

Note that, based on \(S_{ZG}(\tilde{A}, \tilde{B})\), we may have \(\tilde{A} \neq \tilde{B}\), but \(S_{LC}^p(\tilde{A}, \tilde{B}) = 1\). Hence, the definition proposed by Zeng and Guo does not satisfy the property P2.

**Example 4.3.** Consider two patterns \(\tilde{A}_1\) and \(\tilde{A}_2\), and the sample \(\tilde{B}\) in Example 4.2. According to the above definitions of Zeng and Guo, since \(d_1(\tilde{A}_1, \tilde{B}) = d_1(\tilde{A}_2, \tilde{B}) = 0.1\) and \(d_2(\tilde{A}_1, \tilde{B}) = d_2(\tilde{A}_2, \tilde{B}) = 0.1\), the degrees of similarity measure \(S_{ZG}(\tilde{A}_1, \tilde{B})\) and \(S_{ZG}(\tilde{A}_2, \tilde{B})\) are equal for each \(d_i(., .), i = 1, 2\), and each \(f_j(., .), j = 1, ..., 4\). Hence, we can not make a decision about the sample \(\tilde{B}\) based on this definition. But, based on our definition of similarity measure, we obtain the different values of \(S_w(\tilde{A}_1, \tilde{B})\) and \(S_w(\tilde{A}_2, \tilde{B})\). For example, if \(w = \frac{1}{2}\) then, \(S_w(\tilde{A}_1, \tilde{B}) = 0.8667\) and \(S_w(\tilde{A}_2, \tilde{B}) = 0.8901\). Hence, the sample \(\tilde{B}\) belongs to the pattern \(\tilde{A}_2\).

**4.4. Comparison with Farhadinia’s Approach.** Farhadinia [13] introduced a similarity measure between two IVFs using a special distance on the discrete universal set \(X = \{x_1, x_2, ..., x_n\}\). This distance is introduced as follows
\[
d_{IVF}(\tilde{A}, \tilde{B}) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} \left( \frac{1}{m+1} \sum_{j=0}^{m} [\chi_j(\tilde{A}(x_i)) - \chi_j(\tilde{B}(x_i))]^2 \right)}
\]

where \(\chi_j(\tilde{A}(x_i))\) (and \(\chi_j(\tilde{B}(x_i))\)) is the convex combination of the lower and upper bound values of interval \([\mu_{\tilde{A}}(x_i), 1 - \nu_{\tilde{A}}(x_i)]\). Finally, by inception of the Zeng and
Guo’s approach [34], the similarity measure between two IVFs \( \hat{A} \) and \( \hat{B} \) is given by:

\[
S_F^d(\hat{A}, \hat{B}) = 1 - d_{IVF}(\hat{A}, \hat{B}).
\]

The similarity measure introduced by Farhadinia is based on the convex combination of lower and upper bound values \( \chi_j(\cdot), j = 0, 1, ..., m \). Now, if the difference values of lower and upper bounds between IVFs are equal (i.e. \( \mu_A(x_i) = c_i + \mu_B(x_i) \) and \( 1 - \nu_A(x_i) = c_i + 1 - \nu_B(x_i) \), for some constant values \( c_i, i = 1, 2, ..., n \)), then, the similarity measure between these IVFs would be the same. Hence, in such cases, we can not distinguish different similarities. But, since in our method \( ST_\mu \) and \( ST_v \) are depended on the degrees of membership and non-membership of IVFSs, we can not obtain different results (see Example 4.4).

Note that, while our approach is introduced both for discrete and continuous cases, the Farhadinia’s approach is introduced just for discrete case.

**Example 4.4.** Suppose that there are two patterns denoted with IFVSs on \( X = \{x_1, x_2, x_3\} \) as follows:

\[
\hat{A}_1 = \{(x_1, [0.1, 0.2]), (x_2, [0.2, 0.5]), (x_3, [0.2, 0.4])\};
\]

\[
\hat{A}_2 = \{(x_1, [0.5, 0.6]), (x_2, [0.6, 0.9]), (x_3, [0.8, 1.0])\}.
\]

Assume that a sample \( \hat{B} = \{(x_1, [0.3, 0.4]), (x_2, [0.4, 0.7]), (x_3, [0.5, 0.7])\} \) is given. According to Farhadinia’s definition, \( S_F^d(A_1, \hat{B}) = S_F^d(A_2, \hat{B}) = 0.7620 \). Hence, we can not take a correct decision about the sample \( \hat{C} \) based on this definition. But, based on our definition of similarity measure, we obtain \( S_w(\hat{A}_1, \hat{B}) < S_w(\hat{A}_2, \hat{B}) \) for each \( w \in [0, 1] \). Hence, the sample \( \hat{B} \) belongs to the pattern \( A_2 \).

**4.5. Comparison with Wang and Xin’s Approach.** Wang and Xin [28] introduced a similarity measure between two IVFs on the discrete universal set \( X = \{x_1, x_2, ..., x_n\} \) based on a certain distance measure. They first introduced a distance measure between \( \hat{A} \) and \( \hat{B} \) as follows:

\[
d_{WX}(\hat{A}, \hat{B}) = \frac{1}{n} \sum_{i=1}^{n} \left[ \begin{array}{c} |\mu_A(x_i) - \mu_B(x_i)| + |\nu_A(x_i) - \nu_B(x_i)| \frac{1}{4} + \\
|\mu_A(x_i) - \nu_B(x_i)|, |\nu_A(x_i) - \mu_B(x_i)| \end{array} \right].
\]

Then, the similarity measure between \( \hat{A} \) and \( \hat{B} \) is defined as:

\[
S_{WX}(\hat{A}, \hat{B}) = 1 - d_{WX}(\hat{A}, \hat{B}).
\]

This definition is similar to the definition of similarity measure introduced by Zeng and Guo [34] in Subsection 4.3 for the function \( f_1(x) = 1 - x \). But, Wang and Xin in this definition have added the following expression to the normalized Hamming distance \( d_1(\hat{A}, \hat{B}) \):

\[
\frac{\max(|\mu_A(x_i) - \mu_B(x_i)|, |\nu_A(x_i) - \nu_B(x_i)|)}{2}.
\]

Hence, if the differences of end points of subintervals in IVFSs and the values \( \max(\cdot, \cdot) \) between this differences are similar, then we can not obtain the correct result. Note that in this definition, the denominators are fixed, but, in our approach,
we use $ST_{\mu}$ and $ST_{\nu}$ in the denominators of $\varphi_{\mu}(x_i)$ and $\varphi_{\nu}(x_i)$, and hence, the similarity measures between IVFSs are different (see Example 4.5).

Note that, in Wang and Xin’s approach, the weak property $P2'$, rather than $P2$, is held.

**Example 4.5.** Consider two patterns $\bar{A}_1$ and $\bar{A}_2$ in Example 4.2. Now, assume that a sample $\bar{C} = \{(x_1, [0.3, 0.7]), (x_2, [0.3, 0.7]), (x_3, [0.5, 0.9])\}$ is given. According to Wang and Xin’s definition, $S_{WX}(\bar{A}_1, \bar{C}) = S_{WX}(\bar{A}_2, \bar{C}) = 0.8500$. Hence, we can not make a correct decision about the sample $\bar{C}$ based on Wang and Xin’s definition. But, based on our definition of similarity measure for each $w < 0.2620$, $S_w(\bar{A}_1, \bar{C}) > S_w(\bar{A}_2, \bar{C})$ and for each $w > 0.2620$, $S_w(\bar{A}_1, \bar{C}) < S_w(\bar{A}_2, \bar{C})$. Hence, for $w < 0.2620$, the sample $\bar{C}$ belongs to the pattern $\bar{A}_1$, and for $w > 0.2620$, the sample $\bar{C}$ belongs to the pattern $\bar{A}_2$.

5. **Numerical Examples in Pattern Recognition**

In this section, we apply the proposed similarity measure to several numerical examples given by Li and Cheng [22], Liang and Shi [23] and Wang and Xin [28], and explain advantages of the proposed measure.

**Example 5.1.** [23] Assume that there are three patterns denoted with IFVSs on $X = \{x_1, x_2, x_3\}$ as follows:

$\bar{A}_1 = \{(x_1, [0.1, 0.9]), (x_2, [0.5, 0.9]), (x_3, [0.1, 0.1])\}$;

$\bar{A}_2 = \{(x_1, [0.5, 0.5]), (x_2, [0.7, 0.7]), (x_3, [0.0, 0.2])\}$;

$\bar{A}_3 = \{(x_1, [0.7, 0.8]), (x_2, [0.1, 0.2]), (x_3, [0.4, 0.6])\}$.

Assume that a sample $\bar{B} = \{(x_1, [0.4, 0.6]), (x_2, [0.6, 0.8]), (x_3, [0.0, 0.2])\}$ is given. Some degrees of similarity measure are obtained in Table 1. Since, $S_w(\bar{A}_3, \bar{B}) < S_w(\bar{A}_1, \bar{B}) < S_w(\bar{A}_2, \bar{B})$, the sample $\bar{B}$ belongs to the pattern $\bar{A}_2$ based on each value of $w$. This result is similar to that of Liang and Shi [23].

**Example 5.2.** [28] Given five kinds of mineral fields, each is featured by the content of six minerals and contains one kind of typical hybrid mineral. The five kinds of typical hybrid mineral are represented by IVFSs $\bar{C}_1, \bar{C}_2, \bar{C}_3, \bar{C}_4, \bar{C}_5$ in $X = \{x_1, x_2, ..., x_6\}$, respectively. Given another kind of hybrid mineral $\bar{B}$, to which field does this kind of mineral $\bar{B}$ most possibly belong to? These IVFSs are shown in Table 2.

The degrees of similarity measure are obtained as shown in Table 3. It is seen that the pattern $\bar{B}$ belongs to the class $\bar{C}_5$ according to the principle of the maximum degree of similarity between IVFSs (Definition 3.6). This result is the same as the result of Wang and Xin [28].

**Example 5.3.** [22] Let two patterns be represented by IVFSs

$\bar{A}_1 = \{(x, [\mu_{\bar{A}_1}(x), 1 - \nu_{\bar{A}_1}(x)]) \mid x \in [1, 5]\}$,

$\bar{A}_2 = \{(x, [\mu_{\bar{A}_2}(x), 1 - \nu_{\bar{A}_2}(x)]) \mid x \in [1, 5]\}$,
Where, for each $\tilde{B}$, $\tilde{A}$, $w = 0.1$, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0.

**Table 1.** Some Degrees of Similarity in Example 5.1

<table>
<thead>
<tr>
<th>$\tilde{A}$</th>
<th>$S_w(\tilde{A}_1, \tilde{B})$</th>
<th>$S_w(\tilde{A}_2, \tilde{B})$</th>
<th>$S_w(\tilde{A}_3, \tilde{B})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_{\tilde{A}_1}(x)$</td>
<td>$0.3(x-1)$, $1 \leq x &lt; 2$,</td>
<td>$1.6 - 0.9x$, $1 \leq x &lt; 2$,</td>
<td>$0.3x - 0.5$, $2 \leq x \leq 5$,</td>
</tr>
<tr>
<td>$\nu_{\tilde{A}_1}(x)$</td>
<td>$4(5-x)/15$, $2 \leq x \leq 5$,</td>
<td>$1.9 - 0.9x$, $1 \leq x &lt; 2$,</td>
<td>$0.3x - 0.5$, $2 \leq x \leq 5$,</td>
</tr>
<tr>
<td>$\mu_{\tilde{A}_2}(x)$</td>
<td>$0.2(x-1)$, $1 \leq x &lt; 4$,</td>
<td>$1.3 - 0.3x$, $1 \leq x &lt; 4$,</td>
<td>$0.9x - 3.5$, $4 \leq x \leq 5$,</td>
</tr>
<tr>
<td>$\nu_{\tilde{A}_2}(x)$</td>
<td>$0.6(5-x)$, $4 \leq x \leq 5$,</td>
<td>$0.3(x-1)$, $1 \leq x &lt; 3$,</td>
<td>$1.4 - 0.4x$, $1 \leq x &lt; 3$,</td>
</tr>
<tr>
<td>$\nu_{\tilde{A}_3}(x)$</td>
<td>$0.3(5-x)$, $3 \leq x \leq 5$,</td>
<td>$0.3(x-1)$, $1 \leq x &lt; 3$,</td>
<td>$0.4x - 1$, $3 \leq x \leq 5$,</td>
</tr>
</tbody>
</table>

Now, assume that the sample $\tilde{B} = \{(x, [\mu_{\tilde{B}}(x), 1 - \nu_{\tilde{B}}(x)]) | x \in [1, 5]\}$ is given, where

$\mu_{\tilde{B}}(x) = \begin{cases} 0.3(x-1), & 1 \leq x < 3, \\ 0.3(5-x), & 3 \leq x \leq 5, \end{cases}$

$\nu_{\tilde{B}}(x) = \begin{cases} 1.4 - 0.4x, & 1 \leq x < 3, \\ 0.4x - 1, & 3 \leq x \leq 5. \end{cases}$

The weighted similarity measures between $\tilde{B}$ and $\tilde{A}_i$, $i = 1, 2$, are obtained as follows

$S_w(\tilde{A}_1, \tilde{B}) = 1 - w \cdot \int_{-\infty}^{\infty} \varphi_{\mu}(x)dx - (1 - w) \cdot \int_{-\infty}^{\infty} \varphi_{\nu}(x)dx$

$= 1 - w \cdot \frac{23}{119} - (1 - w) \cdot \frac{23}{119}$

$= \frac{96}{119}$

$S_w(\tilde{A}_2, \tilde{B}) = 1 - w \cdot \int_{-\infty}^{\infty} \varphi_{\mu}(x)dx - (1 - w) \cdot \int_{-\infty}^{\infty} \varphi_{\nu}(x)dx$

$= 1 - w \cdot \frac{1}{5} - (1 - w) \cdot \frac{23}{119}$

Since, for each $w \in [0, 1]$, $S_w(\tilde{A}_2, \tilde{B}) < S_w(\tilde{A}_1, \tilde{B})$, then, according to the principle of the maximum degree of similarity between IVFSs (Definition 3.6), the pattern
$\tilde{B}$ belongs to the class $\tilde{A}_1$. This result is different from the result of Li and Cheng [22].

6. Conclusion

Similarity measure is a term that describes the difference between two objects (e.g. two fuzzy sets or two interval-valued fuzzy sets), and can be considered as a dual concept of distance measure. As an important content in fuzzy mathematics, the similarity measures between interval-valued fuzzy sets have also gained much attentions for their wide applications in real world, such as pattern recognition, machine learning, decision making and market prediction.

In this paper, we introduced a new similarity measure for interval-valued fuzzy data. This measure, by using a weight parameter, employs two similarity measure between the lower functions and between upper functions. The weight parameter makes the measure more applicable so that a user can take attention on, for example, the lower functions by considering a great value for the weight.

The properties of the introduced measure were investigated. It was shown that, having a more useful property, the proposed measure works much better than a lot of commonly used measures, specially in some pattern recognition problems.
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