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ABSTRACT. Logistic regression models are frequently used in clinical research and particularly for modeling disease status and patient survival. In practice, clinical studies have several limitations. For instance, in the study of rare diseases or due to ethical considerations, we can only have small sample sizes. In addition, the lack of suitable and advanced measuring instruments lead to non-precise observations and disagreements among scientists in defining disease criteria have led to vague diagnosis. Also, specialists often report their opinion in linguistic terms rather than numerically. Usually, because of these limitations, the assumptions of the statistical model do not hold and hence their use is questionable. We therefore need to develop new methods for modeling and analyzing the problem.

In this study, a model called the “fuzzy logistic model” is proposed for the case when the explanatory variables are crisp and the value of the binary response variable is reported as a number between zero and one (indicating the possibility of having the property). In this regard, the concept of “possibilistic odds” is also introduced. Then, the methodology and formulation of this model is explained in detail and a linear programming approach is used to estimate the model parameters. Some goodness-of-fit criteria are proposed and a numerical example is given as an example.

1. Introduction

In classical set theory, an element either belongs to a set or it does not. In other words, the status of the element relative to the set is obvious. This property is related to the definition of that set. Some sets, such as the set of natural numbers equal or greater than 10 and the blood groups of the people, have such well-defined and precise criteria that people with varied levels of knowledge are in total agreement regarding their members.

Now, consider the set of tall men, the set of real numbers much greater than 10 or the set of patients with high blood pressure. There may be disagreement on the elements of these sets, because their definition contains imprecise or vague language; for example the word “tall” may mean different things to different people. These imprecisely defined sets, called ”Fuzzy Sets”, [25] play an important
role in human thought. In many scientific researches, linguistic, rather than numerical terms are frequently used. For instance, in clinical research, to measure the severity of disease or pain in patients, linguistic terms like *low, medium, high, very high,...* are used. These terms can be viewed as fuzzy sets. Moreover, the borderline between these fuzzy sets is not crisp even if they are measured in numerical scale. For example, to define *high* blood glucose in determining diabetic patients, cut-off point of 140 [milligram/(mg)]/[decilitre (dl)] [8] for two-hour plasma glucose during an oral glucose tolerance test is not the exact borderline. In other words, cases in the neighborhood of the borderline have a vague status with regard to the disease. A similar situation occurs in the definition of hypertension. To model the relationship between these observations, an ordinary statistical model which is based on certain assumptions and exact observations is not a good choice. For instance, in ordinary regression models, by the use of exact observations and based on some probability assumptions (such as normality and identically distribution of error terms), a function is built to predict the dependent variable from independent variables. Although statistical linear regression has many applications, problems can arise for small data sets, non-normality of the error terms, vagueness in the relationship between variables, ambiguity associated with the observed data, and inappropriateness of linearity assumption [19]. These are the situations in which fuzzy regression methods are applicable.

We note that fuzzy models as compared to the usual statistical models consider “possibilistic” rather than “probabilistic” errors. In other words, there are some aspects of uncertainty that measure the vagueness of the phenomena (due to their inconsistency to the existent criteria or the vagueness in their definition) and cannot be summarized in random terms. This kind of uncertainty is evaluated by a measure called possibility. Hence error terms are deleted in fuzzy regression models and are, in fact, hidden in the fuzzy coefficients.

In the last decades, two main approaches to fuzzy regression were introduced and investigated. The first one, which is called possibilistic regression, was proposed by Tanaka et al. [23]. Another approach is the fuzzy least squares approach (based on the distance between fuzzy observations and fuzzy estimations/predictions) which was proposed by Diamond [6] and Celmins [4], simultaneously. These approaches have been revisited and developed by many researchers (see e.g. [1, 5, 10, 11, 22]). Both approaches are used in different practical researches such as forecasting models in economics [16], modelling temporal systems [17], and finding pedomodels in soil science and environmental researches [15]. For more information about fuzzy regression methods, we refer the reader to the study by Taheri [21].

Almost all previous studies on fuzzy regression have focused on linear models and nonlinear models have been seldom considered. A nonlinear regression model which is widely used in research, especially in classical clinical studies, is the logistic regression model. This method is particularly appropriate for models involving disease state (disease/healthy), patient survival (alive/dead), and decision making (yes/no) [20].
In practice, there are many situations in which the ordinary logistic regression method cannot be used. For example, due to lack of suitable instruments or well-defined and wholly accepted criteria for some diseases in clinical research, scientists frequently encounter non-precise observations. In this situation, the variations of the model error terms cannot be attributed wholly to the randomness of the phenomenon. Furthermore, the probabilistic assumptions of the logistic model are not fulfilled. To deal with such situations, we combine the logistic regression model with fuzzy set theory to represent a new model which we call a “fuzzy logistic regression model”.

2. Fuzzy Logistic Regression Model

As it is known, a linear regression model cannot be used to regress a binary response variable (variable with two categories) on a set of explanatory variables $X = (x_1, x_2, ..., x_n)$, because the distribution of the response variable is Bernoulli and its mean is a probability ($p$) in [0,1] interval. Obviously, no one can guarantee that a linear combination of explanatory variables is also in this interval. So, for a sample of $m$ observations, a function of mean response (named “logit” function) is modelled as a linear combination of explanatory variables [1]. Since $y_i = 0, 1$, with $E(Y_i) = P(Y_i = 1) = p_i, 0 < p_i < 1$, by considering the logit function as the linear combination of interest, we have $g(p_i) = \ln(p_i/(1-p_i)) = X_i'B$. Therefore, we can write

$$E(Y_i) = p_i = \exp(X_i' B)/(1 + \exp(X_i' B)), \quad i = 1, 2, ..., m. \quad (1)$$

where, $B$ is the vector of slope parameters. The expression $p_i/(1 - p_i)$ is called the “odds” of characteristic 1.

In a logistic regression model, the parameters are usually estimated by the maximum likelihood method and the importance of each explanatory variable is assessed by carrying out statistical tests of significance of the coefficients. The usual test statistics for this purpose are the Wald statistic and likelihood ratio test statistic. Usually, the overall goodness of the fit of the model is also tested using $\chi^2$ statistics for models with one explanatory variable and the Hosmer-Lemeshow test for more than one explanatory variable. The ability of the model to discriminate between the two groups defined by the response variable is proposed as the area under the receiver operating characteristic curve (ROC) [3].

Logistic regression, like other statistical models, depends heavily on the following assumptions: 1) distribution assumptions (Bernoulli probability distribution for the response variable, uncorrelated explanatory variables, independent and identically distributed error terms ...), 2) adequate sample size (low power of model validity methods, with small sample sizes to detect deviations from the logistic), and 3) exact observations. These assumptions impose some limitations in practice. For example, in clinical studies, based on a set of known risk factors (independent variables), one can predict the status of the disease and the likelihood of its occurrence in future by use of logistic regression analysis. However, due to lack of suitable instruments or well-defined criteria, physicians may suspect their diagnosis and, therefore, cannot categorize a person in one of two response categories. So, the
binary response observations are non-precise and the relationship between variables is not as precise as required in ordinary logistic regression [14]. In other words, due to the vagueness of the response variable, we cannot calculate the probability of belonging to category 1 \((p = P(Y = 1))\) and model the probability odds \((p/(1-p))\).

It should be considered that real observations of a binary response variable are 0 or 1 (every one has the property or not), but our knowledge is not enough to distinguish them. Usually, these non-precise observations are eliminated from analysis in the ordinary logistic regression model. But imagine a situation in which all of our observations of the binary responses are vague and hence we cannot consider any probability distribution for the response variable or model the relationship between the success probability and explanatory variables. This type of uncertainty is not related to randomness and probability. So, instead of the probability, we consider the other aspect of uncertainty (i.e. possibility) to model such observations. By consulting with an expert, each case is compared to the previously accepted criteria of category 1 elements and the degree of consistency with that category (possibility of belonging to category 1) is noted. Then the new statistical term named “possibilistic odds” is defined and modeled.

If the consistency degree with the known characteristic for each non-precise (fuzzy) case is represented by \(\mu_i\) \((0 \leq \mu_i \leq 1)\), its complement is \((1 - \mu_i)\) \((0 \leq 1 - \mu_i \leq 1)\).

\[ \text{Definition 2.1.} \quad \text{For each fuzzy case, the ratio } \frac{\mu_i}{(1 - \mu_i)}, \text{ which shows the possibility of having the considered property for the } i\text{-th case to not, is called the possibilistic odds.} \]

2.1. Methodology and Formulation. Consider the data set \(X_i = (x_{i1}, x_{i2}, ..., x_{in})\) \(i = 1, 2, ..., n\), where \(X_i\) is the vector of crisp observations on the independent variables like sex, age, marital status, weight, blood pressure and blood cholesterol for the \(i\)-th case. \(\mu_i\), the corresponding response observation, is a number in \([0,1]\) and indicates the possibility of \(i\)-th case having the relevant property i.e. \(\mu_i = \text{Poss}(Y_i = 1)\). Therefore, the fuzzy logistic regression model with fuzzy coefficients, is as follows:

\[ \tilde{W}_i = \tilde{b}_0 + \tilde{b}_1 x_{i1} + ... + \tilde{b}_n x_{in}, \quad i = 1, ..., m. \]  \hspace{1cm} (2)

\(\tilde{b}_0, \tilde{b}_1, ..., \tilde{b}_n\) are the model parameters which are treated as fuzzy numbers and \(\tilde{W}_i = \ln(\mu_i/(1 - \mu_i))\) is the estimator of the logarithmic transformation of possibilistic odds. To simplify the calculation, we assume that the fuzzy numbers \(\tilde{b}_j = (a^c_j, s^L_j, s^R_j)_T\), \(j = 1, ..., n\) are triangular (Appendix, Definition 5.2). Then, (Appendix, Propositions 5.4 and 5.5), \(\tilde{W}_i\), \(i = 1, ..., m\) (fuzzy output) is the triangular fuzzy number. We have \(\tilde{W}_i = (f^c_i(x), f^L_{is}(x), f^R_{is}(x))_T\), where:

\[ f^c_i(x) = a^c_0 + a^c_1 x_{i1} + ... + a^c_n x_{in}, \]

\[ f^L_{is}(x) = s^L_0 + s^L_1 x_{i1} + ... + s^L_n x_{in}, \]

\[ f^R_{is}(x) = s^R_0 + s^R_1 x_{i1} + ... + s^R_n x_{in}. \]  \hspace{1cm} (3)
So, the membership function of the fuzzy estimated output can be shown as follows:

\[
\tilde{W}_i(w_i) = \begin{cases} 
  1 - \frac{f_i^c(x) - f_i^{L}(x)}{f_i^{R}(x) - f_i^{L}(x)}, & f_i^c(x) - f_i^{L}(x) \leq w_i \leq f_i^{R}(x), \\
  1 - \frac{w_i - f_i^{L}(x)}{f_i^{R}(x) - f_i^{L}(x)}, & f_i^c(x) < w_i \leq f_i^{c}(x) + f_i^{R}(x).
\end{cases}
\]  

(4)

If \(s_i^{L} = s_i^{R} = s_i\), \(i = 1, ..., m\), the triangular fuzzy number is called symmetric. In this case, for \(\tilde{W}_i\) we have: \(f_i^{L}(x) = f_i^{R}(x) = f_i^{c}(x)\).

As it is known, \(\tilde{W}_i\) is the natural logarithm of possibilistic odds of getting or having the known property for the \(i\)-th case. According to the extension principle (Appendix, Definition 5.3), if \(\tilde{M}\) is a fuzzy number with membership function \(\tilde{W}_i\), and \(f(x) = \exp(x)\), then \(f(\tilde{M}) = \exp(\tilde{M})\) is a fuzzy number with the following membership function:

\[
\exp(\tilde{M}(x)) = \begin{cases} 
  \tilde{M}(\ln x), & x > 0, \\
  0, & \text{otherwise}.
\end{cases}
\]

(5)

So, after estimating the model coefficients, we can determine the membership function of the possibilistic odds \(\exp(\tilde{W}_i(x))\), \(x > 0\) as follows:

\[
\exp(\tilde{W}_i(x)) = \tilde{W}_i(\ln x) = \begin{cases} 
  1 - \frac{f_i^c(x) - \ln(x)}{f_i^{R}(x) - \ln(x)}, & f_i^c(x) - \ln(x) \leq \ln(x) \leq f_i^{R}(x), \\
  1 - \frac{\ln(x) - f_i^{L}(x)}{\ln(x) - f_i^{L}(x)}, & \ln(x) < f_i^{c}(x) + f_i^{R}(x).
\end{cases}
\]

(6)

Thus, for a new fuzzy case, our model can predict its possibilistic odds as a fuzzy number by the use of the crisp vector of input observations (explanatory observations).

2.2. Estimation of Fuzzy Coefficients. In order to estimate the coefficients \(\tilde{b}_j\), \(j = 0, 1, ..., m\), we follow the possibilistic approach [23] in fuzzy linear regression models with fuzzy output, fuzzy coefficients and non-fuzzy input vector. The basic idea is to minimize the fuzziness of the obtained model by minimizing the total support of the fuzzy coefficients. So, it is assumed that:

1) Each observation, \(w_i\) has a membership degree as big as \(h\) in the function of the fuzzy estimated output, \(\tilde{W}_i\), i.e.

\[
\tilde{W}_i(w_i) \geq h \text{ and } w_i = \ln\left(\frac{\mu_i}{1 - \mu_i}\right), h \in (0, 1)
\]

(7)

2) The fuzzy coefficients \((\tilde{b}_j, j = 0, 1, ..., m)\) are such that the fuzziness of the model is minimized. Since the fuzziness of a fuzzy number increases with its spreads, minimizing the sum of the spreads of fuzzy outputs leads to a minimum value of the fuzziness of the model.

The determination of fuzzy coefficients leads to a linear programming problem, in which the objective function is the sum of the spreads of the fuzzy outputs,

\[
Z = m(s_0^L + s_0^R) + \sum_{j=1}^{n} [(s_j^L + s_j^R) \sum_{i=1}^{m} x_{ij}]
\]

(8)
where, \( x_{ij} \) is the value of the \( i \)-th observation for the \( j \)-th variable.

On the other hand, by equation 6 each constraint of the problem \( (\hat{W}_i(w_i) \geq h, i = 1, ..., n) \) can be written as follows:

\[
1 - \frac{f^c_i(x) - w_i}{f^c_i(x)} \geq h \implies (1 - h)s_0^c + (1 - h) \sum_{j=1}^{n} s_j^c x_{ij} - a_0^c - \sum_{j=1}^{n} a_j^c x_{ij} \geq -w_i
\]

\[
1 - \frac{w_i - f^r_i(x)}{f^r_i(x)} \geq h \implies (1 - h)s_0^R + (1 - h) \sum_{j=1}^{n} s_j^R x_{ij} + a_0^R + \sum_{j=1}^{n} a_j^R x_{ij} \geq w_i.
\]

Hence we have a total of \( 2m \) constraints. One can minimize the objective function (equation 8) using linear programming algorithms, such as the Simplex method, to estimate the mode value, and the left and the right spreads of each coefficient. The GAMS [9], Lingo 8.0 [12], and Matlab [13] may be used.

2.3. Goodness-of-fit Criteria. Like other statistical modelling, the models based on fuzzy rules, need to be evaluated by some methods (how well the model fits the data). Several goodness-of-fit methods for fuzzy models have been proposed [18]. Here we propose two methods for the evaluation of fuzzy logistic regression models.

2.3.1. Mean Degree of Memberships (MDM). As mentioned earlier, for \( i \)-th case \( i = 1, ..., m \), there are two values: the observed value of the response variable, \( w_i \), which is a crisp number and the estimated value, \( \hat{W}_i \), which is a fuzzy number (after modelling).

**Definition 2.2.** Consider the fuzzy logistic regression model which is derived based on \( m \) crisp observations. Then, the Mean Degree of Memberships (MDM) for observed values in the membership function of the estimated ones, i.e.

\[
MDM = \frac{1}{m} \sum_{i=1}^{m} \hat{W}_i(w_i) = \frac{1}{m} \sum_{i=1}^{m} \exp(\hat{W}_i(\frac{\mu_i}{1 - \mu_i}))
\]

is used as an index for evaluating the model.

Large membership degrees of the observed values confirm that the model constructed from these data supports the data well. The maximum value of MDM index is \( 1 \) (\( \frac{1}{m} \sum_{i=1}^{m} 1 \)) and the minimum value is \( 0 \) (\( \frac{1}{m} \sum_{i=1}^{m} 0 \)). So, a value near 1 indicates good model fitting.

2.3.2. Mean of Squares Errors (MSE). Another method for evaluating the goodness of fit is to measure distance of two outputs from each other. The nearer the estimated output to the observed one the higher the power of the model to predict the real situation of the cases. However, since the observed response value is a crisp number while the estimated value is a fuzzy number, it is necessary that the fuzzy number should first be changed to a crisp number using defuzzification methods. [7].
Definition 2.3. Consider the fuzzy logistic regression model with crisp input observations, $\mu_i/(1 - \mu_i)$, and fuzzy estimated outputs $\exp(\tilde{W}_i)$. The MSE index of the model is defined as follows:

$$MSE = \frac{1}{m} \sum_{i=1}^{m} [\text{def}(\exp(\tilde{W}_i)) - \left(\frac{\mu_i}{1 - \mu_i}\right)]$$  \hspace{1cm} (11)

in which, $\text{def}(\exp(\tilde{W}_i))$ is the defuzzification of $\exp(\tilde{W}_i)$ (Appendix, Definition 5.6)

3. Application in Clinical Studies

In clinical diagnosis, the performance of all screening tests depends on the cut-off point used to separate normal and abnormal individuals. A too high cut-off point may cause abnormal individuals to be classified as normal and a too low cut-off point may classify healthy individuals as abnormal. As an example, consider diabetes mellitus (DM) which is a common metabolic disorder that shares the phenotype of hyperglycemia. Several distinct types of DM exist and are caused by a complex interaction of genetics and environmental factors [8]. There are no widely accepted or rigorously validated cut-off points for defining positive screening tests for diabetes in non-pregnant adults [20]. The latest suggested cut-off point for fasting plasma glucose is “less than 100 (mg/dl) for normal and higher than 126 (mg/dl) for abnormal cases” and for two-hour postprandial plasma glucose is “less than 140 (mg/dl) for normal and 200 (mg/dl) for abnormal cases” [20]. However, identical cut-off point in all texts does not guarantee the crispness. In other words, in the neighborhood of the cut-off point, a little increase or decrease in blood plasma glucose cannot change the individual’s status from normal to abnormal. In this case, physicians do not rely on one result and repeat the examination to reach more reliability. Also, they consider any other clinical symptoms of diabetes (polyuria, polydipsia, weight loss, etc.) to decide the classification. However, they admit that the status of patients whose two-hour postprandial plasma glucose is in the 140-200 (mg/dl) interval or whose fasting plasma glucose is in the interval 100-126 (mg/dl), is unknown (impaired glucose tolerance test). Fuzzicians believe that degree of vagueness in this interval is not the same. In the following example, we use the diabetes data to show the application of our proposed model. Obviously, this model can also be used in similar situations such as Behcet, systemic lupus erthematosus and hypertension.

3.1. A Numerical Example. In order to determine the diabetic status of a community, in a clinical survey, a sample of two-hour postprandial plasma glucose of each person is available. Considering 200 (mg/dl) as cut-off point, it was found that 15 cases fell in the interval 140-200 (mg/dl). In order to predict the possibilistic odds of diabetes for these “vague status” cases, used additional information such as sex (female), age (year), BMI ($[\text{weight(kg)}]/[(\text{height(m)})^2]$), family history (close relatives such as father, mother, sister and brother), and two-hour plasma glucose (mg/dl) which are shown to be significant risk factors in diabetes [20] (Table 1). We consulted with an expert to assign a possibility of the disease to each case.
<table>
<thead>
<tr>
<th>Id</th>
<th>Sex</th>
<th>Age (year)</th>
<th>Family history</th>
<th>BMI (kg/m²)</th>
<th>( \bar{\mu}_i )</th>
<th>( \frac{\bar{\mu}_i}{1-\bar{\mu}_i} )</th>
<th>( w_i = \ln\left(\frac{\bar{\mu}_i}{1-\bar{\mu}_i}\right) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>145</td>
<td>40</td>
<td>24</td>
<td>0.10</td>
<td>0.11</td>
<td>-2.20</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>147</td>
<td>42</td>
<td>25</td>
<td>0.15</td>
<td>0.18</td>
<td>-1.73</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>150</td>
<td>45</td>
<td>1</td>
<td>0.35</td>
<td>0.54</td>
<td>-0.62</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>155</td>
<td>37</td>
<td>1</td>
<td>0.42</td>
<td>0.72</td>
<td>-0.32</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>157</td>
<td>59</td>
<td>1</td>
<td>0.49</td>
<td>0.96</td>
<td>-0.04</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>160</td>
<td>44</td>
<td>0</td>
<td>0.50</td>
<td>1.00</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td>160</td>
<td>38</td>
<td>1</td>
<td>0.60</td>
<td>1.50</td>
<td>0.41</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td>165</td>
<td>52</td>
<td>0</td>
<td>0.60</td>
<td>1.50</td>
<td>0.41</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>182</td>
<td>50</td>
<td>0</td>
<td>0.70</td>
<td>2.33</td>
<td>0.85</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>187</td>
<td>55</td>
<td>1</td>
<td>0.85</td>
<td>5.67</td>
<td>1.73</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>190</td>
<td>53</td>
<td>1</td>
<td>0.90</td>
<td>9.00</td>
<td>2.20</td>
</tr>
<tr>
<td>12</td>
<td>0</td>
<td>192</td>
<td>62</td>
<td>1</td>
<td>0.97</td>
<td>32.33</td>
<td>3.48</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>195</td>
<td>57</td>
<td>0</td>
<td>0.95</td>
<td>19.00</td>
<td>2.94</td>
</tr>
<tr>
<td>14</td>
<td>1</td>
<td>195</td>
<td>50</td>
<td>0</td>
<td>0.95</td>
<td>19.00</td>
<td>2.94</td>
</tr>
<tr>
<td>15</td>
<td>1</td>
<td>196</td>
<td>60</td>
<td>1</td>
<td>0.99</td>
<td>99.00</td>
<td>4.60</td>
</tr>
</tbody>
</table>

Table 1. Risk Factors and Membership Degrees of 15 Diabetic Fuzzy Cases

Then, the following possibilistic model was fitted:

\[
\bar{W}_i = \bar{b}_0 + \bar{b}_1 \text{Sex}_i + \bar{b}_2 \text{Blood glucose}_i + \bar{b}_3 \text{Age}_i + \bar{b}_4 \text{BMI}_i + \bar{b}_5 \text{Family history}_i \\
i = 1, ..., 15
\]

where, for simplicity in computations, the regression coefficients \( \bar{b}_j = (a^c_j, s^L_j, s^R_j)_T \), \( j = 0, 1, ..., 5 \) are assumed to be triangular fuzzy numbers and the fuzziness of the variables’ relationships is hidden in these coefficients. Depending on the definition of the coefficients in fuzzy models, there are two types of models:

a) The model with symmetric coefficients: \( \bar{b}_j = (a^c_j, s^L_j, s^R_j)_T \) in which \( s^L_j = s^R_j = s_j \), \( j = 0, 1, ..., 5 \).

b) The model with non-symmetric coefficients: \( \bar{b}_j = (a^c_j, s^L_j, s^R_j)_T \) in which \( s^L_j \neq s^R_j \), for some \( j = 0, 1, ..., 5 \).

Both models for different \( h \) values were fitted to our data and the results obtained were similar (calculation is not shown). So, for simplicity in computation and interpretation, we choose the symmetrical model to fit our data. Now, to decide about the \( h \) value (see equation 7), we fit the symmetrical model for several values of \( h \) and observe its effect on the model coefficients (Table 2.).

As shown, changing \( h \) values do not change the coefficient centers \( (a^c_j) \) but affects the spreads \( (s_j) \) and objective function \( (Z) \) values such that the vagueness of the fuzzy
outputs increased with the $h$ values. So, based on the $Z$ values and the vagueness of the outputs, it seems that the value 0.6 is the rational choice for $h$. Now the symmetrical possibilistic logistic regression model with $h = 0.6$ is fitted to our data. As mentioned in Section 2.2, to fit the model by linear programming methods [23] and in order to determine the coefficients $\tilde{b}_j$, $j = 0, 1, ..., n$, the objective function should be minimized in such a way that two constraints for each observation are satisfied. The objective function in our example is:

$$Z = 2(15 s_0 + s_1 \sum_{i=1}^{15} Sex_i + s_2 \sum_{i=1}^{15} Blood glucose_i + s_3 \sum_{i=1}^{15} Age_i + s_4 \sum_{i=1}^{15} BMI_i + s_5 \sum_{i=1}^{15} Family history_i) = 2(15 s_0 + 8 s_1 + 2576 s_2 + 744 s_3 + 427 s_4 + 8 s_5)$$

(13)

This function should be minimized under 30 constraints (15 observations $\times$ 2). For instance, the two constraints of the first observation are as follows:

$$0.1s_0 + 0.1s_1 + 14.5s_2 + 4s_3 + 2.4s_4 - a_0^c - a_1^c - 145a_2^c - 40a_3^c - 24a_4^c \geq -2.2,$$

$$0.1s_0 + 0.1s_1 + 14.5s_2 + 4s_3 + 2.4s_4 + a_0^c + a_1^c + 145a_2^c + 40a_3^c + 24a_4^c \geq 2.2.$$  

(14)

Using the Lingo software [12], the above linear programming problem was solved and the coefficients estimated were as follows: $a_0^c = -15.8833$, $a_1^c = 0.4884$, $a_2^c = 0.0927$, $a_3^c = 0.0727$, $a_4^c = -0.1142$, $a_5^c = 0.4940$, $s_0 = 0.0$, $s_1 = 0.5841$, $s_2 = 0.0$, $s_3 = 0.0$, $s_4 = 0.0194$, $s_5 = 1.1305$.

The minimized value of the objective function was: $Z = 44.02$, and the optimal model was obtained as:

$$\tilde{W} = -15.8833 + (0.4884, 0.5841)^T Sex + 0.0927 Blood glucose + 0.0727 Age$$

$$+ (-0.1142, 0.0194)^T BMI + (0.4940, 1.1305)^T Family history.$$  

(15)

This formula can estimate the possibility odds of diabetes for a case that is suspected in a diabetic status. Note that, the estimated possibility odds for each case

<table>
<thead>
<tr>
<th>$h$</th>
<th>$s_0$</th>
<th>$s_1$</th>
<th>$s_2$</th>
<th>$s_3$</th>
<th>$s_4$</th>
<th>$a_0^c$</th>
<th>$a_1^c$</th>
<th>$a_2^c$</th>
<th>$a_3^c$</th>
<th>$a_4^c$</th>
<th>$a_5^c$</th>
<th>$Z_{(a)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.0</td>
<td>0.24</td>
<td>0.0</td>
<td>0.0</td>
<td>0.01</td>
<td>0.50</td>
<td>-15.88</td>
<td>0.49</td>
<td>0.07</td>
<td>-0.11</td>
<td>0.49</td>
<td>19.57</td>
</tr>
<tr>
<td>0.2</td>
<td>0.0</td>
<td>0.29</td>
<td>0.0</td>
<td>0.0</td>
<td>0.01</td>
<td>0.56</td>
<td>-15.88</td>
<td>0.49</td>
<td>0.07</td>
<td>-0.11</td>
<td>0.49</td>
<td>22.01</td>
</tr>
<tr>
<td>0.3</td>
<td>0.0</td>
<td>0.33</td>
<td>0.0</td>
<td>0.0</td>
<td>0.01</td>
<td>0.65</td>
<td>-15.88</td>
<td>0.49</td>
<td>0.07</td>
<td>-0.11</td>
<td>0.49</td>
<td>25.16</td>
</tr>
<tr>
<td>0.4</td>
<td>0.0</td>
<td>0.38</td>
<td>0.0</td>
<td>0.0</td>
<td>0.01</td>
<td>0.75</td>
<td>-15.88</td>
<td>0.49</td>
<td>0.07</td>
<td>-0.11</td>
<td>0.49</td>
<td>29.35</td>
</tr>
<tr>
<td>0.5</td>
<td>0.0</td>
<td>0.46</td>
<td>0.0</td>
<td>0.0</td>
<td>0.01</td>
<td>0.90</td>
<td>-15.88</td>
<td>0.49</td>
<td>0.07</td>
<td>-0.11</td>
<td>0.49</td>
<td>35.22</td>
</tr>
<tr>
<td>0.6</td>
<td>0.0</td>
<td>0.58</td>
<td>0.0</td>
<td>0.0</td>
<td>0.02</td>
<td>1.13</td>
<td>-15.88</td>
<td>0.49</td>
<td>0.07</td>
<td>-0.11</td>
<td>0.49</td>
<td>44.02</td>
</tr>
<tr>
<td>0.7</td>
<td>0.0</td>
<td>0.78</td>
<td>0.0</td>
<td>0.0</td>
<td>0.02</td>
<td>1.50</td>
<td>-15.88</td>
<td>0.49</td>
<td>0.07</td>
<td>-0.11</td>
<td>0.49</td>
<td>58.70</td>
</tr>
<tr>
<td>0.8</td>
<td>0.0</td>
<td>1.16</td>
<td>0.0</td>
<td>0.0</td>
<td>0.04</td>
<td>2.26</td>
<td>-15.88</td>
<td>0.49</td>
<td>0.07</td>
<td>-0.11</td>
<td>0.49</td>
<td>88.04</td>
</tr>
<tr>
<td>0.9</td>
<td>0.0</td>
<td>2.34</td>
<td>0.0</td>
<td>0.0</td>
<td>0.08</td>
<td>4.52</td>
<td>-15.88</td>
<td>0.49</td>
<td>0.07</td>
<td>-0.11</td>
<td>0.49</td>
<td>176.09</td>
</tr>
</tbody>
</table>

Table 2. The Objective Function and Coefficients of Symmetrical Model for Different Values of $h$.
is a fuzzy output. For instance, suppose we want to predict the possibility odds of disease for the case numbered 3 in Table 1. We have:

\[
\tilde{W}_3 = -15.8833 + (0.4884, 0.5841)_T \times 0 + 0.0927 \times 150 + 0.0727 \times 45 + (-0.1142, 1.1305)_T \\
\times 21 + (0.4940, 1.1305)_T \times 1 = (-15.8833, 0)_T + (13.9050, 0)_T + (3.2715, 0)_T + \\
(-2.3982, 0.4074)_T + (0.4940, 1.1305)_T = (-0.6110, 1.5379)_T = (-0.61, 1.54)_T
\]  

(16)

This means that \( \tilde{W}_3 = (-0.61, 1.54)_T \), i.e., the logarithm of possibilistic odds for case 3 which is rounded to 2 decimals, is about -0.61 (a triangular fuzzy number). And now, to calculate the estimated possibilistic odds, as mentioned in Section 2.1, using the extension principle we have (Appendix, Definition 5.3):

\[
\exp(\tilde{W}_3(x)) = \begin{cases} 
\tilde{W}_3(\ln x), & x > 0; \\
0, & otherwise.
\end{cases}
\]

\[
= \begin{cases} 
1 - \frac{-0.61 - \ln x}{1.54}, & -2.15 \leq \ln x \leq -0.61 \ (0.12 \leq x \leq 0.54), \\
1 - \frac{\ln x + 0.61}{1.54}, & -0.61 < \ln x \leq 0.93 \ (0.54 < x \leq 2.53).
\end{cases}
\]

(17)

This means that the possibilistic odds of diabetes of case 3 is “about 0.54”. The membership function of this linguistic term is shown in Figure 1.
Now, suppose there is a new person with \( x_1 = 0, x_2 = 165, x_3 = 40, x_4 = 25, x_5 = 0 \). Then, according to model 15, the possibilistic odds of diabetes for this person is obtained as:

\[
\tilde{W}_{\text{new}} = -15.8833 + 0.4884 \times 0 + 0.0927 \times 165 + 0.0727 \times 40 + (-0.1142, 1.1305) \times 25 + (0.4940, 1.1305) \times 1 = (-15.8833, 0)_T + (15.2955, 0)_T + (2.9080, 0)_T + (-2.8550, 0.4850)_T + (0.4940, 1.1305)_T = (-0.0408, 1.6155)_T = (-0.0408, 1.6155)_T,
\]

\[
\exp(\tilde{W}_{\text{new}}(x)) = \begin{cases} 
1 - \frac{-0.04 - \ln x}{1.62}, & -1.66 \leq \ln x \leq -0.04 \ (0.19 \leq x \leq 0.96); \\
1 - \frac{\ln x + 0.04}{1.62}, & -0.04 < \ln x \leq 1.58 \ (0.96 < x \leq 4.85).
\end{cases}
\]  

So, we can say that, the possibilistic odds of diabetes for this new case is about 0.96 (Figure 2).

Finally, to evaluate the model, we use the two criteria proposed in Section 3, i.e., MDM and MSE. To find the MDM index, we calculate the membership degree of each observed odds in the membership function of its related fuzzy output (equation 10). The results are shown in Table 3.
Table 3. The Observed and the Estimated fuzzy Outputs of Diabetes Data

The last column of Table 3 is calculated assuming symmetrical triangular fuzzy numbers (Appendix, Definition 5.2) and the membership degree of $\mu_i/(1-\mu_i)$ is a crisp number in this function. Finally we obtain

$$MDM = \frac{1}{m} \sum_{i=1}^{m} \exp(\tilde{W}_i(\frac{\mu_i}{1-\mu_i})) = \frac{10.48}{15} = 0.70$$

(19)

The MDM value is much greater than 0.5 indicating a good fit.

To obtain the index MSE, we defuzzify each output and then calculate its distance to the corresponding observation (Table 4). For example, in case 6, by the Center of Gravity defuzzification method (Appendix, Definition 5.6), we have:

$$d_{def}(\text{CoG}(\exp(\tilde{W}_6))) = \int_{\exp(0.35)}^{\exp(0.35+0.97)} x(1 - \frac{0.97 - \ln x}{0.35}) dx + \int_{\exp(0.35+0.97)}^{\exp(0.35+2.22)} x(1 - \frac{0.97 - \ln x}{2.22}) dx$$

$$= 1.78$$

(20)

Table 4 shows the results of calculations. The MSE value of the model is obtained as:

$$MSE = \frac{1}{m} \sum_{i=1}^{m} [d_{def}\text{CoG}(\exp(\tilde{W}_i) - \frac{\mu_i}{1-\mu_i})]^2 = 12.91$$

(21)

As mentioned before, this index shows the mean distance between the observed and the estimated response values. Its small value confirms a good fit. Unfortunately, there are not any critical values with which to compare our indices. It seems that the indices like MSE are useful when we are interested in comparing several
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Fuzzy models for the same data set and choosing the best one. The model with the smallest MSE value is chosen.

4. Discussion

Usually, the real circumstances of the data do not completely match the underlying distributional assumptions of theoretical statistical models. This encourages researchers to model the data in a more flexible environment which is closer to the real situation of the observations and one choice is using fuzzy models. These models have been widely studied and applied in diverse areas. However, there is no doubt that fuzzy models are more complicated than ordinary ones in calculation and interpretation, but ordinary statistical models’ use is limited to their assumptions. If the data do not satisfy the model assumptions, the use of ordinary methods is not rational and causes bias in the results. Note that, the ordinary models cannot be replaced by fuzzy models or vice versa because their applications are different from each other. Usually, these two models cannot be used for the same data set simultaneously and, consequently, their results cannot be compared with each other.

Non-precise observation is one of the situations in which fuzzy modelling methods is recommended. These observations are frequently seen in clinical studies. Sometimes, there are errors in clinical measuring instruments. Also, there are some ethical considerations in these studies. In such cases, the exact value of variables often cannot be measured and the observations are reported approximately. Another uncertain situation in clinical studies is in disease diagnosis, where a disease

| Id | $\frac{\mu_i}{\mu_i - \mu}$ | $def_{G}(\exp(\tilde{W}_i))$ | $|def_{G}(\exp(\tilde{W}_i)) - \frac{\mu_i}{1 - \mu_i}|$ |
|----|-----------------|-----------------|-----------------|
| 1  | 0.11            | 0.22            | 0.11            |
| 2  | 0.18            | 0.27            | 0.09            |
| 3  | 0.54            | 0.93            | 0.39            |
| 4  | 0.72            | 0.68            | 0.04            |
| 5  | 0.96            | 3.30            | 2.34            |
| 6  | 1.00            | 1.78            | 0.78            |
| 7  | 1.50            | 2.14            | 0.64            |
| 8  | 1.50            | 1.30            | 0.20            |
| 9  | 2.33            | 3.22            | 0.89            |
| 10 | 5.67            | 4.96            | 0.71            |
| 11 | 9.00            | 16.56           | 7.56            |
| 12 | 32.33           | 36.19           | 3.86            |
| 13 | 19.00           | 16.03           | 2.97            |
| 14 | 19.00           | 16.31           | 2.69            |
| 15 | 99.00           | 108.88          | 9.88            |

Table 4. Distance Between the Defuzzified Estimated Possibilistic Odds and Its Related Observed One
is diagnosed according to the known criteria. If a person has all the disease symptoms, he/she is considered as a patient and whenever he/she does not have any symptoms, he/she is considered a healthy person. What happens when someone has only some of these symptoms? In this case the physician does not really know whether to start the therapy or not. Also, to determine a borderline (cut-off point) between patients and healthy people, there is no crisp cut-off point in clinical laboratory tests. It means that all the individuals near the cut-off point have fuzzy status. In order to determine the more important risk factors (the factors which advance the disease), these vague observations are usually not used in the ordinary modeling analysis, and discarding or ignoring them from analysis is not rational. It appears that fuzzy models are appropriate methods in this situation.

In the current paper, the details of a fuzzy logistic regression are discussed and a numerical example of its application to clinical studies is given. The proposed model is applied when the observations of the binary response variable are vague (i.e. instead of 0 or 1, they are reported as a value in [0,1] representing the possibility of having the disease) but the observations of the explanatory variables are precise.

Since the binary response variable has a vague status, the \( P(Y = 1) \) is not definable and the probability odds cannot be calculated. The value of \( \mu_i \) detects the degree of adjustment to the category 1 criteria of the response variable for \( i \)-th case (its possibility) and is determined by a clinical expert. In our model it is a number between 0 and 1. However, it can be a linguistic qualitative term such as low, medium, high, very high, (which is recommended for use in a new model). To estimate fuzzy coefficients in our proposed model, we used the possibilistic approach. In addition, to determine the aptness of the model, two indices were introduced, namely MDM (Mean Degree of Memberships) and MSE (Mean Square Errors).

The proposed model can also be used in other research areas with similar situations.

5. Appendix

We start this section with a simple definition of a fuzzy set and then point out some definitions and algebraic operations which are used in this paper. A classical (crisp) set is defined as a collection of elements or objects of a universal set. In such a classical set, we can relate a membership value to each element by using the characteristic function, in which 1 indicates membership and 0 non-membership. For a fuzzy set, the characteristic function allows various degrees of membership (partial membership) for the elements of the universal set. The definition of the membership function for a fuzzy set is more or less subjective but its values are always in the interval [0,1], indicating non-membership for 0, full membership for 1, and partial membership between 0 and 1 for the ambiguous elements. Typically, we have the following elementary definitions.

If \( X \) is a collection of objects denoted by \( x \), then a fuzzy set \( \tilde{A} \) in \( X \) is defined as a set of ordered pairs: \( \tilde{A} = \{(x, \tilde{A}(x))|x \in X\} \), where \( 0 \leq \tilde{A} \leq 1 \) is called the membership function representing the grade of membership of \( x \) in fuzzy set \( \tilde{A} \). The value \( M = \sup_x \tilde{A}(x) \) is called the height of \( \tilde{A} \). If \( M = 1 \), then \( \tilde{A} \) is
called normal. The complement set of fuzzy set $\tilde{A}$ is a fuzzy set $\tilde{B}$ with the membership function $\tilde{B}(x) = 1 - \tilde{A}(x)$. A fuzzy set $\tilde{A}$ of $\mathbb{R}$ is said to be convex if $\tilde{A}(\lambda x_1 + (1 - \lambda)x_2) \geq \min(\tilde{A}(x_1), \tilde{A}(x_2))$, $x_1, x_2 \in X$, $\lambda \in [0, 1]$.

**Definition 5.1.** The fuzzy set $\tilde{M}$ of the real line $\mathbb{R}$ is called a fuzzy number if it is a normal convex fuzzy set of $\mathbb{R}$.

**Definition 5.2.** A fuzzy number $\tilde{N}$ is called of LR-type if it has the membership function as follows:

$$\tilde{N}(x) = \begin{cases} L\left(\frac{m-x}{\alpha}\right), & x \leq m, \\
R\left(\frac{x-m}{\beta}\right), & x > m. \end{cases}, \forall x \in \mathbb{R}$$

where, $L$ and $R$ are decreasing shape functions from $\mathbb{R}^+$ to $[0,1]$ with $L(0) = 1$, $L(x) < 1$ for all $x > 0$, $L(x) > 0$ for all $x < 1$ and $L(1) = 0$; (or $L(x) > 0$ for all $x$ and $L(+\infty) = 0$). Similar conditions hold for $R$. The real number $m$ is called the mean value of $\tilde{N}$, and $\alpha$ and $\beta$ (positive numbers) are called the left and the right spreads, respectively. Symbolically $\tilde{N}$ is denoted by $(m, \alpha, \beta)_{LR}$. In the special case, where $L(x) = R(x)$, $\tilde{N}$ is called triangular fuzzy number and is denoted by $(m, \alpha, \beta)_{T}$. Its membership function is:

$$\tilde{N}(x) = \begin{cases} 1 - \frac{m-x}{\alpha}, & m - \alpha \leq x \leq m, \\
1 - \frac{x-m}{\beta}, & m < x \leq m + \beta. \end{cases}, \forall x \in \mathbb{R}$$

If, in addition, $\alpha = \beta$, then $\tilde{N}$ is denoted by $(m, \alpha)_{T}$ and is called a symmetric triangular fuzzy number.

Algebraic operations on fuzzy numbers are defined based on the extension principle. Here we recall this principle and also two well-known results [26].

**Definition 5.3.** (Extension Principle). Let $X$ be the Cartesian product of universes $X_1 \times ... \times X_n$ and $A_1, A_2, ..., A_n$ be $n$ fuzzy sets in $X_1, ..., X_n$, respectively. Suppose that $f$ is a mapping from $X$ to a universe $Y$, $y = f(x_1, ..., x_n)$. Then, the extension principle allows us to define a fuzzy set $\tilde{B}$ in $Y$ by

$$\tilde{B} = \{(y, \tilde{B}(y)) | y = g(x_1, x_2, ..., x_n), (x_1, x_2, ..., x_n) \in X\}$$

where,

$$\tilde{B}(y) = \begin{cases} \sup_{(x_1, x_2, ..., x_n) \in f^{-1}(y)} \min \{\tilde{A}_1(x_1), ..., \tilde{A}_n(x_n)\}, & f^{-1}(y) \neq \phi, \\
0, & \text{otherwise}. \end{cases}, \forall y \in Y.$$
Proposition 5.4. Let \( \tilde{M} = (m, \alpha, \beta)_{LR} \) be a LR-type fuzzy number and \( \lambda \in \mathbb{R} \). Then,
\[
\lambda \tilde{M} = \begin{cases} 
(\lambda m, \lambda \alpha, \lambda \beta)_{LR}, & \lambda > 0, \\
(\lambda m, -\lambda \beta, -\lambda \alpha)_{RL}, & \lambda < 0.
\end{cases}
\]

Proposition 5.5. Let \( \tilde{M} = (m, \alpha, \beta)_{LR} \) and \( \tilde{N} = (n, \gamma, \delta)_{LR} \) be two LR-type fuzzy numbers. Then,
\[
\tilde{M} + \tilde{N} = (m, \alpha, \beta)_{LR} + (n, \gamma, \delta)_{LR} = (m + n, \alpha + \gamma, \beta + \delta)_{LR}.
\]

There are several defuzzification methods introduced in literature. A common method which is used in this paper is as follows.

Definition 5.6. (Center of Gravity Defuzzification Method) [24]. Let \( \tilde{W} \) be a fuzzy set of \( \mathbb{R} \), then the defuzzified version of \( \tilde{W} \) is defined as a real number as follows:
\[
def_{C\alpha G}(\tilde{W}) = \frac{\int x \tilde{W}(x) dx}{\int \tilde{W}(x) dx}.
\]
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