Neural network and SVM classifiers accurately predict lipid binding proteins, irrespective of sequence homology
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HIGHLIGHTS

• Performance of SVM and neural network were compared to classify different lipid binding proteins (LBPs) classes from non-LBPs.
• SVM was more successful at discriminating between LBPs and non-LBPs than neural network.
• Degree of diversity in different datasets of LBPs classes was an important factor for prediction.
• SVM can work quite well and better in a diverse set of datasets than neural network.
• Our study improved the predictive accuracy of the LBPs than previous studies.

ABSTRACT

Due to the central roles of lipid binding proteins (LBPs) in many biological processes, sequence based identification of LBPs is of great interest. The major challenge is that LBPs are diverse in sequence, structure, and function which results in low accuracy of sequence homology based methods. Therefore, there is a need for developing alternative functional prediction methods irrespective of sequence similarity. To identify LBPs from non-LBPs, the performances of support vector machine (SVM) and neural network were compared in this study. Comprehensive protein features and various techniques were employed to create datasets. Five-fold cross-validation (CV) and independent evaluation (IE) tests were used to assess the validity of the two methods. The results indicated that SVM outperforms neural network. SVM achieved 89.28% (CV) and 89.55% (IE) overall accuracy in identification of LBPs from non-LBPs and 92.06% (CV) and 92.90% (IE) (in average) for classification of different LBPs classes. Increasing the number and the range of extracted protein features as well as optimization of the SVM parameters significantly increased the efficiency of LBPs class prediction in comparison to the only previous report in this field. Altogether, the results showed that the SVM algorithm can be run on broad, computationally calculated protein features and offers a promising tool in detection of LBPs classes. The proposed approach has the potential to integrate and improve the common sequence alignment based methods.
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1. Introduction

Lipids play important roles in biological processes such as energy homeostasis, formation of cellular membranes and cell signaling. Numerous diseases are related to lipid metabolic disorder (Gross et al., 2005; Lelliott et al., 2007; van Meer et al., 2008; Xiong et al., 2010). Coordinated function of enzymes, receptors and lipid binding proteins (LBPs) produce, identify, and transport lipids (Fahy et al., 2010).

LBPs are functional proteins with central roles in many biological processes such as cellular lipid uptake, lipid metabolism, lipid transport, cell growth, regulation of gene expression, cell signaling, membrane trafficking, and innate immune response to bacterial infections (Glatz et al., 2002; Levy-Favatier et al., 2004;
Tang et al., 2009). Consequently, the study of LBPs may lead to the development of new therapeutic strategies and better understanding of biological processes (Glatz et al., 2002).

In an exponentially growing rate, recent genome sequencing projects have produced an enormous amount of protein sequences with unknown function and structure (Friedberg, 2006; Galagan et al., 2002). Increasing efforts have been made to develop computational tools for prediction of protein function (Friedberg, 2006). Recently, many studies have considered LBPs genetics, functional classes of LBPs, lipid binding site prediction, and mechanisms of interaction between lipid and protein (Hunte and Richers, 2008; Lin et al., 2006; Xiong et al., 2010). These methods are based on (1) similarity search and clustering techniques, (2) predicting signal sequences and motifs, and (3) machine learning methods irrespective sequence similarity (Cui et al., 2007; Eisenhaber et al., 2004; Lin et al., 2006; Tang et al., 2009; Xiong et al., 2010).

There are some shortcomings in similarity based methods. Similarity search based methods will be difficult to identify the function of the query protein in the absence of experimentally annotated homologous proteins in the database. Furthermore, proteins that contain a particular domain do not always have a sainilar function (Bhardwaj et al., 2006; Lin et al., 2006; Tang et al., 2009; Xiong et al., 2010). As mentioned above, LBPs are diverse in sequence, structure, and function (Bhardwaj et al., 2006; Lin et al., 2006). Additionally, many LBPs sharing common domains are known to have different functions (Bhardwaj et al., 2006; Blatner et al., 2004). Hence, there is a clear need to develop alternative functional prediction methods that are not based solely on sequence similarity.

Recently, machine learning methods implementing amino acid composition and physicochemical properties have been widely used in predicting protein function (Ebrahimie et al., 2010, 2011; Gromiha et al., 2008; HosseinZadeh et al., 2012; Kumar et al., 2011; Xiong et al., 2010; Yuan et al., 2010). These methods have two main steps. The first step is extracting a n-dimensional feature vector (which is composed of descriptors derived from the protein sequences to reflect different aspects of structural and physicochemical properties of protein) with a class label attached. Various sets of protein features including amino acid compositions, dipeptide compositions, pseudo amino acid compositions, normalized Moreau–Broto autocorrelation, Moran autocorrelation, Geary autocorrelation, and distribution of various structural and physicochemical properties have been frequently used (Ebrahimie et al., 2011; HosseinZadeh et al., 2012; Lin et al., 2006; Ong et al., 2007; Tang et al., 2009). Ong et al. (2007) investigated the impact of the different protein features in predicting protein functional families. They showed that combination of protein features tends to give a better prediction performance than the use of individual protein features (Ong et al., 2007).

The second step is application of machine learning method (or classifier) for prediction of the class label of the input features (Ashrafi et al., 2011; Ebrahimie et al., 2010, 2011; Ebrahimie et al., 2011; Liu et al., 2010; Tang et al., 2009). Currently, many machine learning methods, such as neural networks, support vector machine (SVM), and decision trees have been successfully employed for prediction of protein function (Ashrafi et al., 2011; Ding and Dubchak, 2001; Ebrahimie et al., 2010, 2011; Ebrahimie et al., 2011; Gromiha et al., 2008; Krishnan and Westhead, 2003; Kumar et al., 2011; Xiong et al., 2010).

Neural network is a mathematical structure able to process information through many connected neurons that respond to inputs through modifiable weights, thresholds, and mathematical transfer functions (Wen et al., 2012). Neural networks are widely used in various fields such as engineering, chemistry and biology (Cartwright, 2008). Also, neural network models have been applied in a number of protein studies including protein secondary structure prediction (Tsio, 2009), protein–nucleotide interactions (Patel et al., 2012), protein fold class prediction (Ding and Dubchak, 2001) and protein localization prediction (Westerlund et al., 2009).

SVM is a binary classification method, proposed by Vapnik (1995), which originally designed for classification and regression tasks. The basic theory of SVM and its applications in prediction of protein functions has been alternatively been described in the previous studies (Cai et al., 2003; Noble, 2004). The SVM method has been employed for pattern recognition problems in computational biology, including gene expression analysis (Brown et al., 2000), protein–protein interactions (Cui et al., 2012), protein fold class prediction (Ding and Dubchak, 2001; Markowetz et al., 2003), and protein–nucleotide interactions (Kumar et al., 2011). This method has recently been used for predicting the LBPs (Tang et al., 2009), lipid interacting amino acid residues (Wang et al., 2008) and lipid binding sites (Xiong et al., 2010).

To our knowledge, Lin et al. (2006) study was the first report which applied SVM to predict different LBPs classes (Lin et al., 2006). In the mentioned study, LBPs were divided into nine major classes, including lipid degradation (LD), lipid metabolism (LM), lipid synthesis (LS), lipid transport (LT), lipid binding (LB), lipopolysaccharide biosynthesis (LPB), lipoprotein (LP), lipoyl and all of LBPs group (Lin et al., 2006). They used nine feature properties to describe physicochemical characteristics of each protein. Accuracy of their results in predicting different LBPs classes and non-LBPs ranged from 76.6% to 90.6% and 97% to 99.8%, respectively. In fact, the prediction accuracy of non-LBPs was higher than that of LBPs in each of the classes. In this situation, the SVM method tends to overfit and perform poorly in the minority class (LBPs) which is a significant shortcoming in prediction efficiency (Zhao et al., 2008).

Altogether, neural network and SVM have been found to be the most effective machine learning methods in protein science. To our knowledge, there is no report to evaluate the performance of neural network in predicting LBPs classes and compares its performance against SVM. Also, there is only one report on classification of different LBPs classes using the SVM method (Lin et al., 2006) which still need to be improved in accuracy of the classifiers as well as range of features. Constructing a proper feature vector of proteins is vital for a successful prediction/classification with high accuracy (Ebrahimie and Ebrahimie, 2010; Ebrahimie et al., 2011; Tahrokh et al., 2011; Yuan et al., 2010; Zhang et al., 2009).

As demonstrated by a series of recent publications (Chen et al., 2013, 2012; Min et al., 2013; Qiu et al., 2014; Xu et al., 2013a, 2013b) and summarized in a comprehensive review (Chou, 2011), to develop a really useful predictor for a protein system, one needs to go through the following five steps: (i) select or construct a valid benchmark dataset to train and test the predictor; (ii) represent the samples with an effective formulation that can truly reflect their intrinsic correlation with the target to be predicted; (iii) introduce or develop a powerful algorithm to conduct the prediction; (iv) properly perform cross-validation tests to objectively evaluate the anticipated prediction accuracy; and (v) establish a user-friendly web-server or software for the predictor that is accessible to the public.

Feature extraction and constructing a comprehensive and proper feature vector of proteins is vital for success of machine learning classifiers. Recently, we showed that increasing feature number and adding features such as dipeptides significantly contribute in achieving high prediction accuracy (Ebrahimie and Ebrahimie, 2010; Ebrahimie et al., 2010; Ebrahimie et al., 2011). To avoid completely losing the sequence-order information, the pseudo amino acid composition (Chou, 2001, 2005) or Chou’s PseAAC (pseudo amino acid composition) (Lin and Lapointe, 2013)
was proposed to replace the simple amino acid composition (AAC) for representing the sample of a protein. Since the concept of PseAAC was proposed in 2001, it has been widely used to study various attributes of proteins (Esmaeili and Mohabatkar, 2010; Mohabatkar et al., 2011, 2013; Mohammad Beigi et al., 2011; Nanni and Lumini, 2008; Nanni et al., 2012; Sahu and Panda, 2010; Zhang et al., 2008). Recently, the concept of PseAAC was further extended to represent the feature vectors of DNA and nucleotides (Chen and Lumini, 2008; Nanni et al., 2012; Sahu and Panda, 2010; Zhang et al., 2008), used, recently two powerful soft-wares, called “PseAAC-Builder” (Du et al., 2012) and “propy” (Cao et al., 2013), were established for generating various special Chou's pseudo-amino acid compositions, in addition to the web-server “PseAAC” (Shen and Chou, 2008) built in 2008.

In the present study, we used two supervised machine learning methods, neural network and SVM. The main aims of this study were to compare the performances of these methods in predicting LBPs classes from their protein features and improve the prediction accuracy of LBPs classes using more appropriate and comprehensive protein features. Obtaining a comprehensive view on protein structure through calculation of a large number of protein attributes for each protein sequence provided the opportunity of discovery of the key features distributing different LBP classes and increasing prediction accuracy.

2. Materials and methods

2.1. Datasets

Our method relied on structural and physicochemical properties of protein sequences and contained a two-step approach to annotate LBPs, (1) prediction whether the query sequence belongs to the LBPs family or not, and (2) prediction the class of LBPs.

At first, two datasets of positive (LBP) and negative (non-LBP) were created to train and test the machine learning classifiers.

2.1.1. Positive dataset

Positive dataset was a dataset which contained LBP proteins. To create this dataset, a comprehensive search of the Swiss-Prot database (release 2012, at http://www.expasy.uniprot.org) was carried out to retrieve different classes of LBPs by using the following keywords: “lipid degradation (LD), “lipid metabolism (LM), “lipid synthesis (LS), “lipid transport (LT), “lipid binding (LB), “lipopolysaccharide biosynthesis (LPB), “lipoprotein (LP)” and “lipooyl (LiP)”.

Protein sequences with length > 6000 amino acids or < 60 amino acids and also unreviewed protein sequences were removed. Furthermore, in order to avoid overtraining, CD-HIT program was employed to remove the homologous sequences that have > 90% sequence similarity. CD-HIT is a widely used program for clustering a large number of biological sequences with high sequence identity thresholds to reduce sequence similarity (Huang et al., 2010). Our method resulted in 706, 616, 3355, 235, 777, 553, 4026 and 335 protein sequences in LD, LM, LS, LT, LB, LPB, LP and LiP classes, respectively (Supplementary material S1). In total, 10603 protein sequences belonging to the different LBPs classes were retrieved.

2.1.2. Negative dataset

Negative dataset was defined as a dataset containing all protein classes except LBP. At first, Swiss-Prot database was depleted by searching with a list of keywords suspicious implying lipid binding functionality, using the “or” logic. In order to obtain high quality data, we exclude unreviewed protein sequences and protein sequences with length > 6000 amino acid or < 60 amino acid.

2.1.3. Independent evaluation (IE) datasets

As mentioned above, all distinct protein sequences in each LBPs class were used to construct a positive dataset. To achieve a balance between the positive and negative training data in classifier training methods, we randomly selected proteins (with a similarity threshold of < 90%) from the negative dataset at the same number of the positive dataset. Furthermore, to remove the probable bias in selecting negative subsets, five negative subsets were randomly selected from the negative dataset for each of the LBPs classes. After that, positive and negative subsets were combined together to construct the dataset related to a distinct LBPs class. In other words, for each of the LBPs classes, five distinct datasets were created. Consequently, nine function specific distinct datasets including All of LBPs group, LD, LM, LS, LT, LB, LPB, LP and LiP were created, as each of them had five repetitions (a total of 45 datasets). Before using the classifier methods, to create training and IE (for validating the classifier methods) datasets, the datasets were randomly divided into two subsets: validation set (or IE, including 20% of the whole dataset) and training set (including 80% of the whole dataset). Both the classifier methods were trained and validated on the same dataset. Data distribution for training and IE subsets in each LBPs classes are given in Table 1.

2.2. Protein features calculation

Machine learning-based methods such as neural network and SVM require feature vectors of fixed dimension as their inputs for training. Constructing a proper feature vector of proteins is a key step for a successful prediction/classification (Das Roy and Dash, 2014; Ebrahimie and Ebrahimie, 2010; Ebrahimie et al., 2011; Tahrokh et al., 2011; Yuan et al., 2010; Zhang et al., 2009). Based on Ong et al. (2007) in order to achieve a higher prediction performance, a combination of protein features was used in this study.

To provide vector of protein features, protein features were calculated using Protein Feature Server (PROFEAT) program (Li et al., 2006) to compute structural and physicochemical features of proteins and peptides based on amino acid sequence.

Table 1

Data distribution for training and independent evaluation subsets in each LBPs classes.

<table>
<thead>
<tr>
<th>LBPs class</th>
<th>Total</th>
<th>Training datasets</th>
<th>Independent evaluation datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>All of LBPs</td>
<td>21206</td>
<td>16965</td>
<td>4241</td>
</tr>
<tr>
<td>Lipid degradation</td>
<td>1412</td>
<td>1130</td>
<td>282</td>
</tr>
<tr>
<td>Lipid metabolism</td>
<td>1232</td>
<td>986</td>
<td>246</td>
</tr>
<tr>
<td>Lipid synthesis</td>
<td>6710</td>
<td>5368</td>
<td>1342</td>
</tr>
<tr>
<td>Lipid transport</td>
<td>470</td>
<td>376</td>
<td>94</td>
</tr>
<tr>
<td>Lipid binding</td>
<td>1554</td>
<td>1243</td>
<td>311</td>
</tr>
<tr>
<td>Lipopolysaccharide biosynthesis</td>
<td>1106</td>
<td>885</td>
<td>221</td>
</tr>
<tr>
<td>Lipoprotein</td>
<td>8052</td>
<td>6442</td>
<td>1610</td>
</tr>
<tr>
<td>Lipooyl</td>
<td>670</td>
<td>536</td>
<td>134</td>
</tr>
</tbody>
</table>

Note: LBPs, lipid binding proteins; each subset has the same number of positive and negative proteins.
In this study, seven feature groups composing diverse structural
and physicochemical features of proteins were used. These protein
features were: amino acid composition, dipeptide composition,
normalized moreau–broto autocorrelation, moran autocorrelation,
geary autocorrelation, composition, transition, distribution, quasi-
sequence-order (schneider–wrede distance), quasi-sequence-
order (normalized grantham chemical distance), amphiphilic
Pseudo-amino acid composition and total amino acid properties
as described in previous studies (Chou, 2005; Ebrahimi et al., 2011;
Hosseinzadeh et al., 2012, 2013; Liu et al., 2013, 2014; Ong et al.,
2007; Qiu et al., 2014; Yuan et al., 2010). As a result, the
dimensionality of protein feature vector had 1080 features for
each protein sequence. Also, for each protein sequence in training
and IE datasets, 1080 protein features were transformed into the
normalized values varying from 0 to 1. The detailed information of
these protein features is provided in Supplementary material S2.

2.3. Machine learning methods

Two classifier methods (SVM and neural network) were trained
to identify the different classes of LBPs. For each of the two
machine learning methods nine binary classifiers were con-
structed separately. One binary classifier investigated whether a
protein belongs to the LBPs family or not. Then, if the protein
accepted as LBPs family, another eight binary classifiers identified
its probable LBPs class (or classes).

2.3.1. Neural network

The multilayer perceptron (a feed-forward back-propagation)
network structure is one of the most commonly used
classes of neural networks that have been developed over the
years (Attarzadeh and Ow, 2010; Bishop, 1995). A feed forward
multilayer perceptron network comprised of an input layer
(receives the values of the input variables), an output layer
(provides the model output) and one or more hidden layers.
In the prediction stage, protein feature vector of each protein
was presented to the input layer which subsequently feed forward
into the hidden layer. Activations from the hidden layer feed
forward to produce the output layer activations. Details on the
theoretical aspects of neural network is reviewed by Cartwright’s,
(2008) study. The network topology is one of the parameters that has
a significant effect on the performance of a neural network
(Zhao et al., 1998). It has been reported that a neural network with
three layers (one hidden layer) is capable of approximating any
finite nonlinear function with high accuracy as systems with more
than one hidden layer can lead to unnecessary computational
overload (Wen et al., 2012; Zhao et al., 1998). In the present study,
novel network was employed as a binary classifier and a feed
forward back propagation network (multilayer perceptron) with
a single hidden layer was used for each of the datasets using Neural
Net operator in RapidMiner (Version 5.2. www.rapidminer.com)
data mining tool as described previously (Ebrahimi et al., 2011).
The input was the protein feature vector of LBPs and non-LBPs and
the output was either 1 or 0 depending on whether the protein
was predicted to be involved in the desired class or not, respect-
ively. For each of the datasets, the number of nodes in the hidden
layer varied from 3 to 10 in order to find a network with the
highest performance in distinguishing LBPs classes from non-LBPs.
The sigmoid function was applied as activation function in
the hidden layer and also in the output layer. Furthermore, the
learning rate and momentum rate were set to 0.3 and 0.2. The
accepted average squared error was 0.000001 and the training
epochs were 2000.

2.3.2. SVM

SVM is a margin classifier that is trained by a group of labeled
data (here, LBPs and non-LBPs) formulated as feature vectors. SVM
attempts to find an optimal boundary that separates the two
different classes of feature vectors with a maximum margin
(distance between the optimal hyperplane and a vector which lies
closest to it). To classify non-separable dataset, a nonlinear SVM
project feature vectors into a high-dimensional feature space using
a kernel function such as the radial basis function (RBF) kernel
function, \( K(\mathbf{x}, \mathbf{y}) = \exp(-\gamma ||\mathbf{x} - \mathbf{y}||^2) \) where \( \mathbf{x} \) and \( \mathbf{y} \) are the
two input vectors and \( \gamma \) is training parameter. The linear SVM
procedure was then applied to the feature vectors in this feature
space. The class of a new feature vector could be identified based
on the side of the hyperplane on which it is located. In this study,
SVM was constructed by using LIBSVM operator (Chang and Lin,
2011) in RapidMiner (Version 5.2) data mining tool. The RBF was
employed as kernel function to discover the optimal solution for
all the SVM classifiers as it has widely used in general cases and
most often gives the better results (Lin et al., 2008, 2010).
Parameter optimization is critical in accuracy of the established
SVM models (Zhang et al., 2011). Here, the regularization para-
meter \( C \) (controls the trade-off between maximizing the margin
and minimizing the errors) and the kernel width parameter \( \gamma \) was
optimized based on five-fold cross-validation (CV) using a grid
search strategy, as the optimal \( C \) and \( \gamma \) parameters that maximized
accuracy were chosen for each of the training subsets separately.

2.4. Evaluation of the performance

To investigate the validity of both the neural network and SVM,
similar measures have to be employed. To this end, two methods,
including five-fold cross-validation and IE tests were used. In five-fold
cross-validation method, each of the training subsets randomly divided
into five equally sized groups. Then four of them were used for training
and the remaining was applied for testing the method. The same
process was repeated for five times until each set was used for testing
once and the average accuracy of the five testing set was computed.

The performances of the two methods were evaluated by the following
measures. Sensitivity = TP/(TP + FN) which shows the
correct prediction of LBPs classes, specificity = TN/(TN + FP) which
is the ratio of correctly predict to be non-LBPs, and the overall
accuracy = (TP + TN)/(TP + TN + FP + FN) which correspond to the
total accurate rate of the predictions. Here, TP, TN, FP, FN are the
number of true positives, true negatives, false positives, and false
negatives, respectively.

In addition threshold independent measure receiver operating
characteristic (ROC) was used to evaluate the performance of
neural network and SVM methods. The ROC curve is a plot of
the sensitivity against the false positive rate. A perfect prediction
would have sensitivity and specificity both equal to 1. The area
under the ROC curve (AUC) can be applied as a reliable measure of
classifier performance, because it provides a single measure of
overall accuracy that is not dependent on a particular threshold.
The maximum value of AUC is 1 that denotes a perfect prediction
(Bradley, 1997). In this study, the ROC curves were generated based
on IE subsets for two classifiers methods in different LBPs classes.
Also for simple comparison of the ROC curves, just AUCs were
compared. AUCs were computed and reported based on a subset
with highest overall accuracy in each of the LBPs classes.

3. Results

Neural network and SVM classifiers were assessed to distin-
guish different classes of LBPs and non-LBPs. To select the best
parameters, the performance of different neural network
topologies and also different kernel parameters of SVM were compared in prediction of each of the LBP classes. For both neural network and SVM classifiers, the same partitioning of the data into training and IE subsets were used. To build nine corresponding models, both classifiers were trained with eight LBPs classes as well as “All of LBPs” group training subsets.

In statistical prediction, the following three cross-validation methods are often used to examine the effectiveness of predictor in practical application: independent dataset test, subsampling or k-fold crossover test, and jackknife test. The jackknife test is deemed the least arbitrary that can always yield a unique result for a given benchmark dataset (Chou, 2011; Chou and Shen, 2008). Accordingly, the jackknife test has been increasingly used and widely recognized by investigators to examine the quality of various predictors (Chen et al., 2013, 2012; Chou et al., 2012; Esmaeili and Mohabatkar, 2010; Feng et al., 2013; Hajisharifi et al., 2014; Qiu et al., 2014). However, to reduce the computational time, we adopted the k-fold cross-validation and independent dataset test in this study as extensively employed in many machine learning studies (Beiki et al., 2012; Ebrahimi et al., 2011; Hosseinizadeh et al., 2012, 2013). The prediction accuracies of the machine learning methods were primarily evaluated by five-fold CV. N-fold CV is a standard and commonly used method for evaluating classifier methods, as set of proteins used for training and testing are mutually exclusive. But it has been reported that performance of the N-fold CV method is biased with optimization (Bhasin and Raghava, 2004). Moreover, an appropriate classifier method does not only predict the training set of proteins correctly, but also is capable to classify the external proteins of the training set properly. Therefore, it is ideal to evaluate classifiers on an IE dataset (proteins not used for training the method) to demonstrate their true or unbiased performance. Here, for each LBPs class, in addition of five-fold CV, an IE subset was created and used for unbiased evaluation of neural network and SVM methods.

3.1. Neural network

A three-layer feed forward back propagation network was used in this study. To find the optimal network that allows most accurate classification system for each of LBP’s classes in the training subsets, different number of nodes in the hidden layer (3–10) were tested. To test a proper number of hidden layer nodes, five-fold CV of training subsets was applied and the number of hidden layer nodes that maximized accuracy was recorded for each of the training subsets separately. Tables 2 and 3 compares the performances of neural networks using five-fold CV and IE test, respectively. Each row in these tables represents an independent assessment of neural network as a binary classifier over different training and IE subsets. For each binary classifier, the performances on the training and IE subsets were approximately same (Tables 2 and 3).

The highest overall accuracy based on five-fold CV (97.91%) and IE (99.40%) tests were belonged to lipoyl class of LBPs. Also, the lowest overall accuracy was occurred in all of LBPs group on five-fold CV (75.12%) and IE (74.88%) tests. As it can be inferred from Tables 2 and 3, the variation of overall accuracies in classifying different LBPs classes is high. As example, “All of LBPs group” was classified with an overall accuracy of 75% whereas lipoyl class achieved 98% accuracy.

3.2. SVM

In this study, SVM was used with RBF as the kernel function. Grid search is an appropriate way to determine the optimal values for the two major parameters of the RBF (parameters C and γ). We set the parameters values to achieve the highest classification overall accuracy rate. When grid search strategy carried out, the regularization parameter C was fixed at 10 for all of the datasets and parameter γ for different datasets ranged from 0.02 to 0.17. Performance results for the five-fold CV and IE tests for each of the LBPs classes using SVM are shown in Tables 4 and 5, respectively.

The results showed that the SVM is able to discriminate between all of the LBPs classes with more than 88% overall accuracy, confirmed by both of five-fold CV and IE test methods. The highest (98.58%) and lowest (88.84%) overall accuracy in five-fold CV test belonged to lipoyl and LT classes, respectively (Table 4). However, in IE test, the highest (99.55%) and lowest (89.55%) overall accuracy belonged to lipoyl and “All of LBPs group”, respectively. Results of SVM (Tables 4 and 5) shows that the performances of predicting different LBPs classes are approximately the same and high. In average, lipoyl obtained the highest performance in comparison to the rest of seven classes.

3.3. Comparison of neural network with SVM

Here, we compared the performance of neural network and SVM in terms of overall accuracy and AUC. From Tables 2–5, it can be seen that performances of both five-fold CV and IE test in SVM approach are higher than those of neural network. SVM outperformed neural network by 14.15~0.67% and 14.7~0.15% in term of overall accuracy based on five-fold CV and IE test methods, respectively.

In order to have a threshold IE of the methods, we created ROC curves and computed AUCs for the two classifiers in different datasets. These curves and AUCs showed the continuous relationship between sensitivity and specificity that are two competing measures of quality for any classifier method. The goal is to achieve the highest possible value of 1 for both of them. However, practically, it is very difficult to achieve this goal, consequently, a

| Table 2 | Five-fold cross-validation test results of the neural network method. |
|---------------------------------|------------------|------------------|------------------|------------------|------------------|------------------|
| Neural networks | Node number | Accuracy (%) | Sensitivity (%) | Specificity (%) |
| | | Low | High | Average | Low | High | Average |
| All of LBPs | 10 | 74.79 | 75.64 | 75.12 | 69.36 | 75.97 | 72.99 | 73.50 | 79.63 | 77.26 |
| Lipid degradation | 7 | 87.52 | 89.38 | 88.17 | 88.32 | 91.50 | 89.48 | 86.37 | 87.61 | 86.87 |
| Lipid metabolism | 3 | 75.55 | 83.82 | 81.12 | 69.78 | 91.14 | 83.22 | 80.32 | 82.15 | 81.05 |
| Lipid synthesis | 3 | 85.39 | 87.07 | 86.11 | 83.27 | 85.62 | 84.95 | 87.52 | 88.52 | 87.32 |
| Lipid transport | 9 | 84.58 | 88.83 | 86.81 | 85.11 | 90.96 | 88.94 | 81.91 | 88.30 | 84.68 |
| Lipid binding | 9 | 82.07 | 84.49 | 83.57 | 83.76 | 86.01 | 85.34 | 80.39 | 82.96 | 81.80 |
| Lipopolysaccharide biosynthesis | 7 | 89.25 | 90.95 | 90.20 | 88.91 | 92.08 | 90.59 | 89.37 | 90.27 | 89.82 |
| Lipoprotein | 7 | 79.96 | 80.81 | 80.52 | 77.93 | 81.22 | 80.42 | 79.26 | 81.99 | 80.63 |
| Lipoyl | 3 | 97.01 | 98.69 | 97.91 | 97.01 | 99.25 | 98.36 | 96.64 | 98.51 | 97.46 |

Note: LBPs, lipid binding proteins.
reasonable trade-off point should be found based on the goal of the search. An AUC of 0.50 is equivalent to chance discrimination, and an AUC of 1 is equivalent to perfect discrimination.

Table 6 shows AUCs values for different LBPs classes according to neural network and SVM methods. Comparison of the AUCs values shows that SVM has a balanced specificity and sensitivity at all thresholds, and performed better than neural network. For example, when SVM was used to classify the LBPs classes, AUC achieved 0.958, 0.972, and 0.961 on the “All of LBPs group”, LD and LM datasets, respectively. In contrast, neural network only attained AUC of 0.830, 0.948, and 0.913 for the above datasets (“All of LBPs group”, LD and LM), respectively.

3.4. Comparison of the presented SVM in this study with previous application of SVM in LBPs classification

In this study, an attempt was made to develop a better SVM method for discriminating LBPs from non-LBPs against previous studies by extending the number of protein features and optimizing of SVM parameters. The method developed by Lin et al. for predicting LBPs is available at the SVMProt server.
As can be seen, the results clearly document that the performance of these proteins are in Supplementary material S3). The study were run against the SVMProt server (accession number which is a deterministic quadratic optimization procedure) is large numbers of protein features are used (Byvatov et al., 2003). In addition to this advantage, convergence of training with SVM which is a randomization procedure. It should be noted that we do not claim that SVM outperforms neural network in general. Thus, our results suggested that in terms of LBPs classes prediction and training speed, SVM is more efficient than neural network.

To the best of our knowledge, no previous study has compared the performance of these machine learning methods in classification of LBPs classes. However, these methods were compared in order to classify different classes of proteins. In some cases, the better performance of neural network than SVM has been reported (Hayat and Khan, 2010; Kakumani et al., 2008). However, in many reports, in agreement with our study, SVM outperformed neural network (Byvatov et al., 2003; Ding and Dubchak, 2001; Markowitz et al., 2003).

Through a tentative comparison, we can compare our methods and results to previous studies even though, protein features, classification methods and parameters are different. The reported overall accuracies in previous studies are in the range of 70–92% for the prediction of lipid binding sites (Bhardwaj et al., 2006; Irausquin and Wang, 2007; Xiong et al., 2010). Our dataset is much larger than those studies and considers different aspects of protein. As mentioned above, the Lin et al. study is the only report that used the SVM method (with gaussian kernel function) to classify LBPs classes from non-LBPs (Lin et al., 2006). However, we applied RBF as a kernel function in SVM and a more complete protein feature set in comparison with their study. Results from Lin et al., 2006 showed a high imbalanced sensitivity and specificity among different LBPs classes. They reported that this is directly caused by using imbalanced datasets as numbers of non-LBPs were a lot higher than LBPs in each dataset. It has been demonstrated that the existence of a high imbalanced sensitivity and specificity in a prediction system is inappropriate as it can bias the classifier during training process (Dai et al., 2012; Han et al., 2010). In the present study, we used balanced datasets with the novelty of application of several different negative subsets along with a positive subset. Using this method, the diversity of all non-LBPs fully investigates as each of the LBPs classes can be assessed against different non-LBPs subsets. Here, by using SVM as the classifier, an appropriate balance between sensitivity and specificity was achieved in all datasets. All together, the presented method in this study which is based on using the different negative subsets is much more accurate than methods based on a single negative subset.

4. Discussions

We have presented a detailed study of the performance of the two machine learning methods to build nine binary classifiers for prediction of different LBPs classes. As mentioned previously, the effectiveness of machine learning methods depends mainly on the protein features that extracted from protein sequences (Ashrafi et al., 2011; Das Roy and Dash, 2014; Tahrokh et al., 2011; Yuan et al., 2010; Zhang et al., 2009). Currently, there are a large number of protein features suggested for representing structural and physicochemical features of proteins (Ebrahimi et al., 2011; Hosseinzadeh et al., 2012; Tang et al., 2009). These features serve to represent sequence properties of functionally similar proteins. Therefore, for a successful prediction, a proper coding of proteins is necessary. It has been demonstrated that using a full and proper protein feature set gives the best result (Ong et al., 2007). We used a comprehensive protein feature set which has been used frequently for the prediction of different proteins classes (Lin et al., 2006; Ong et al., 2007; Patel et al., 2012; Tang et al., 2009; Xiong et al., 2010). Our results confirmed the effectiveness of these protein features in classification of LBPs classes. Obtained results from neural network and SVM for classifying LBPs classes using identical training and IE subsets, clearly showed that the SVM outperformed neural network in all of the LBPs classes. Our results were confirmed by the use of two appropriate evaluation tests which reinforced the reliability of this conclusion.

The results of this study showed that neural network (Tables 2 and 3) has a weaker potential than SVM (Tables 4 and 5) to classify different LBPs classes. Previous studies have reported that there are different degrees of diversity in sequence, structure and function in LBPs classes (Bhardwaj et al., 2006; Blatner et al., 2004; Lin et al., 2006). As a result, the LBPs group in our study is highly diverse, because this group contains all LBPs classes. This finding suggests that SVM can find important classifying factors in a diverse set of positive and negative training data (like the LBPs group) better than neural network and use these factors to find the optimal classification. Moreover, the results of AUCs (ROC curves) indicated that the balance between sensitivity and specificity in SVM is better than neural network. In contrast to the LBPs group, lipoyl proteins are more specialized, as there is less diversity in their sequences. In total, both of the machine learning methods achieved the best performance in the lipoyl proteins prediction.

We found that neural network has a similar performance to SVM when the degree of diversity in the datasets is very low. However, SVM performance is much better than neural network even with the high degree of diversity in datasets. This finding may be due to the fact that SVM classifier basically depends on the support vectors, and the classifier function is not influenced by the entire dataset. Moreover, we applied a very large number of protein features to utilize machine learning methods for LBPs classification. It has been demonstrated that SVM is able to efficiently deal with a very large number of features due to the exploitation of kernel functions. The results confirmed previous findings that SVM performs better than neural network when large numbers of protein features are used (Byvatov et al., 2003). In addition to this advantage, convergence of training with SVM (which is a deterministic quadratic optimization procedure) is much faster than neural network (which is a randomization procedure). It should be noted that we do not claim that SVM outperforms neural network in general. Thus, our results suggested that in terms of LBPs classes prediction and training speed, SVM is more efficient than neural network.

Table 7

Performance comparison between SVMprot and the presented SVM method in this (based on our independent evaluation datasets).

<table>
<thead>
<tr>
<th>LBPs class</th>
<th>Total</th>
<th>SVMprot accuracy (%)</th>
<th>Our SVM accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-LBPs</td>
<td>615</td>
<td>62.80</td>
<td>85.62</td>
</tr>
<tr>
<td>All of LBPs</td>
<td>2120</td>
<td>72.92</td>
<td>89.31</td>
</tr>
<tr>
<td>Lipid degradation</td>
<td>141</td>
<td>68.79</td>
<td>89.80</td>
</tr>
<tr>
<td>Lipid metabolism</td>
<td>123</td>
<td>62.60</td>
<td>93.00</td>
</tr>
<tr>
<td>Lipid synthesis</td>
<td>671</td>
<td>85.68</td>
<td>94.22</td>
</tr>
<tr>
<td>Lipid transport</td>
<td>47</td>
<td>38.29</td>
<td>86.38</td>
</tr>
<tr>
<td>Lipid binding</td>
<td>155</td>
<td>57.41</td>
<td>93.03</td>
</tr>
<tr>
<td>Lipopolysaccharide biosynthesis</td>
<td>111</td>
<td>40.54</td>
<td>92.61</td>
</tr>
<tr>
<td>Lipoprotein</td>
<td>805</td>
<td>01.86</td>
<td>89.51</td>
</tr>
<tr>
<td>Lipoyl</td>
<td>67</td>
<td>82.08</td>
<td>99.40</td>
</tr>
</tbody>
</table>

Note: LBPs, lipid binding proteins; SVM, Support vector machine.

(http://jing.cz3.nus.edu.sg/cgi-bin/svmprot.cgi). Here, to make an appropriate comparison, we benchmarked our SVM method against SVMProt using IE subsets. To this end, IE subsets of different LBPs classes and also non-LBPs dataset (used in our study) were run against the SVMProt server (accession number of these proteins are in Supplementary material S3). The results obtained from this section are presented in Table 7. As can be seen, the results clearly document that the performance of our “SVM method in junction with increasing feature number” is very higher than that of the “SVMProt server”.
5. Conclusion

In this study, the performance of the two powerful machine learning methods including SVM and neural network were compared in classification of different LBPs classes from non-LBPs. More importantly, the prediction accuracy of different LBPs classes was significantly improved by using the appropriate protein features. The results of this investigation showed that SVM is more successful at discriminating between LBPs and non-LBPs in all of the classes than the neural network. These results were confirmed by two commonly used evaluation tests (CV and IE) and showed that SVM is more successful at discriminating between LBPs and non-LBPs in all of the classes compared to neural network. SVM achieved 89.5% overall accuracy for the identification of LBPs from non-LBPs and 92.90% (in average) for classification of different LBPs classes (based on IE test results). However, obtained overall accuracies of neural network were 74.88% and 87.90%, respectively. In addition, we demonstrated that the degree of diversity among different datasets of LBPs classes is an important factor for prediction. This is because neural network has a poor performance in datasets with high degree of diversity but SVM performance will be high in this situation. The optimized SVM method in this study reinforced with a comprehensive protein feature set outperformed results of the only previous study in application of SVM in LBPs classification (Lin et al., 2006). This study illustrates how combination of literature mining and machine learning classifiers can be exploited to address a long standing problem of distinguishing lipid metabolism involved proteins. The SVM method established here can be applied as a screening tool for predicting of LBPs from non-LBPs with high potential.

Recent progress in machine learning packages such as RapidMiner (http://rapidminer.com), Dortmund, Germany and SPSS Clementine (http://spss-clementine.software.informer.com, USA), which offer a user friendly environment, provides this opportunity for the general biologist (without the knowledge of software programming) to easily run and employ the selected data mining models without any difficulty. Additionally, since user-friendly and publicly accessible web-servers represent the future direction for developing practically more useful models, simulated methods, or predictors (Chou and Shen, 2009: Min et al., 2013; Xiao et al., 2013a, 2013b), we shall make efforts in our future work to provide a web-server for the method presented in this paper.

Contributors

M.R.B, E.E, MM, M.E: Conceived and designed the experiments. M.R.B: performed the experiments and analyzed the data: M.R.B, E.E, M.M: Wrote the paper.

Acknowledgments

This work was supported by Tehran University for PhD thesis of first author. We thank Bioinformatics Research Group of Qom University for providing the server hardware and other logistics support.

Appendix A. Supplementary material

Supplementary data associated with this article can be found in the online version at http://dx.doi.org/10.1016/j.jtbi.2014.04.040.

References


