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Abstract—Model of spreading behaviors, influences, new trends and innovations through social networks has been studied in a number of domains. These may include the diffusion of medical and technological innovations, the sudden and widespread adoption of strategies in game-theoretic settings, and the effects of word of mouth in the promotion of new products. One of the most important facts that is neglected in previous spread models is “considering cascading negative opinions”. This important fact shows that negative opinions may originate and propagate in populations as much as positive opinions and even they are stronger and more dominant. In this paper we propose a new model of influence cascade called Independent Cascade with Positive and Negative WOM (ICPN). ICPN models some important facts that people may encounter in a social environment. These facts include negativity bias, the asymmetric behavior of negative and positive WOM, and different types of consumer complaints behaviors. Moreover, the influence maximization problem is formulated in this model and also, we show that ICPN maintains submodularity in this problem. This fact allows a simple greedy approximation algorithm for maximizing the positive influence within a ratio of \(\left(1 - \frac{1}{e}\right)\) approximation.
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I. INTRODUCTION

Online social networks are increasingly being recognized as an important source of information influencing the adoption and use of products and services. Viral marketing - the tactic of creating a process where interested people can market to each other- is therefore emerging as an important means to spread the word and stimulate the trial, adoption, and use of products and services [1]. In fact viral marketing is based on using consumer-to-consumer (or peer-to-peer) communications -as opposed to company-to-consumer communications- to disseminate information about a product or service, thereby leading to more rapid and cost effective adoption by the market [2, 3]. Viral marketing is more powerful than third-party advertising because it conveys an implied endorsement from a friend[1].

A social network – the graph of relationships and interactions within a group of individuals- plays a fundamental role as a medium for the spread of information, ideas and influence among its members [4]. An idea or innovation appears - for example the use of telecommunications service providers or the adoption of a new cell phone in the market, or the rise of a political movement in an unstable society- can either die out quickly or make significant inroads into the social network. If we want to understand the extent to which such ideas are adopted, it can be important to understand how the dynamics of adoption are likely to unfold within the underlying social network: the extent to which people are likely to be affected by decisions...
In [5, 6], motivated by applications of marketing, Domingos and Richardson posed a fundamental algorithmic problem for mentioned systems. However, afterwards Kempe et al. [4] formulated the problem of maximizing the influence in social networks as a discrete optimization problem and showed that this problem is NP-hard. Motivated by their research, many studies have considered the influence maximization problem in social networks from the algorithmic point of view [7-19.] Most of these studies are based on independent cascade model and linear threshold model, which is defined by Kempe et al. in [4] and their extensions.

According to [18] influence maximization problem for a social network modeled as a graph, starting from a small initial set of vertices in that graph (called seeds or initial adopters). A model of cascading behavior specifies how influence is propagated from these initial seeds to their neighbors and neighbors of neighbors, and so on, until the process ends and a portion of the network is influenced and thereby activated. Thus the influence maximization problem is to find an optimal seed set of size at most k such that the expected number of vertices that are activated from these seed sets maximized at the end of the process; That is referred to as its influence spread is the largest.

Almost all of the previous works ignore an important fact that we often experience in the real world. This fact is that not only positive opinions on products/services that someone receives may propagate through the network, but also negative opinions can establish and propagate the same. Even negative opinions are often more dominant and stronger in affecting the decisions of other people [20-23]. Another important fact that is ignored by previous studies is consumer-complaining behavior, which is directly related to customer’s behavior and influence that is propagated in population. For example if you hear from one of your friends that a specific cell phone has a problem with taking photos, in spite of the total satisfaction of your friend on this cell phone, you might decide not to buy that. Even you may tell your colleague not to buy this cell phone, neither.

Propagation of negative opinions is studied extensively in marketing and social science literature, but this subject has been rarely touched in computer science literature from the algorithmic point of view. To the best of our knowledge, the only related paper that discusses diffusion of negative opinions is [18]. However the presented model by Wei Chen et al. ignores the literature related to the negative and positive word of mouth. The only hypothesis that is considered in their model is negativity bias. They ignore some important facts such as customer complaining behavior. Their proposed model has lots of simplifications and is far from the spreading of influence in the real world.

The remaining of this paper is arranged as follows: In section II we review the literature related to the negative and positive word of mouth and also consumer complaining behavior and also some of the related works are presented in this section. Then in the next section, we propose a model of influence cascade in social networks called ICPN with consideration of both positive and negative word of mouth. In section IV we focus on influence maximization and the power of our model for solving this problem is considered. For influence maximization, since it is directly related to the revenue generated by the viral marketing effort, we focus on maximizing the expect number of positive nodes in the network after the cascade ends. The last section concludes this paper and points out some future research for this study.

II. BACKGROUND AND RELATED WORK

A. Influence Maximization

Suppose that we are given a social network with the estimates of mutual influence between individuals in the network. Also suppose that we want to push a new product in the market for the promotion. The problem of influence maximization is considered as follows: given such a network with influence estimates, how the set of initial users should be selected so that they eventually influence the largest number of users on the social network? This problem has received much attention in the algorithms and theoretical computer science communities in the last decade [46].

The first studies that consider the propagation of influence and the problem of identification of influential users from an algorithmic perspective are [5, 6]. This problem is modeled by means of Markov random fields and heuristics are given for choosing the target users. In particular, the marketing objective function to maximize is the global expected lift in profit; that is intuitively, the difference between the expected profit obtained by employing a marketing strategy and the expected profit obtained without using any marketing strategy. A Markov random field is an undirected graphical model representing the joint distribution over a set of random variables whose nodes are variables, and edges represent dependencies between them. It is adopted in the context of influence propagation by modeling only the final state of the network at convergence as one large global set of interdependent random variables.

Kempe et al. in [4] tackle roughly the same problem as a discrete optimization problem. They obtain provable approximation guarantees under various propagation models studied in mathematical sociology, which is described next.

According to [4], a social network can be represented as a directed graph $G = (V, E)$ in which every node is either in one of two states: active or inactive. Here, “active” may correspond to a user buying a product or getting infected and “inactive” corresponds to others. In progressive mode, it is assumed once a node becomes active, it remains active. But in non-progressive mode, a node can switch between active and inactive states during different time steps. Influence is assumed to propagate from nodes to their neighbors according to a propagation model and a node’s tendency to become active, increases monotonically as more of its neighbors become active.
In the independent cascade (IC) model each active node \( u \) has one chance for influencing inactive node \( v \). This node can succeed with probability \( P_{u,v} \), the probability which \( u \) can influence \( v \). In the linear threshold (LT) model, each node \( u \) is influenced by each neighbor \( v \) according to a weight \( b_{v,u} \), such that the sum of incoming weights of in-neighbors of \( u \) is not larger than 1. Each node \( u \) chooses a threshold \( \theta_u \), uniformly at random from the interval \([0, 1]\). If at time step \( t \) the total weight of the active in-neighbors of \( u \) exceeds the threshold \( \theta_u \), then \( u \) will become active at the next time step \((t + 1)\). In both of the mentioned models, the process repeats until no new node remains active.

For any propagation model, the expected influence spread of a seed set \( S \) is the expected number of nodes that finally gets activated by the initial set of activated nodes \( S \). This expected number is denoted by \( \sigma_m(S) \), where \( m \) stands for the underlying propagation model and \( S \) is the set of initially activated nodes. In general the influence maximization problem is defined as follows. Given a directed and edge-weighted social graph \( G = (V, E) \), a propagation model \( m \), and a number \( k \leq |V| \), find a set \( S \subseteq V, |S| = k \), such that \( \sigma_m(S) \) is maximized.

Under both the IC and LT propagation models, this problem is shown to be NP-hard [4]. However, for both of these propagation models that described, the expected influence spread function \( \sigma() \) is monotone and submodular. Monotonicity says when the set of activated nodes grows, the likelihood of a node getting activated should not decrease. More precisely, a function \( f \) from sets to real numbers is monotone if \( f(S) \leq f(T) \) whenever \( S \subseteq T \). In addition a function \( f \) is submodular if \( f(S \cup \{u\}) - f(S) \geq f(T \cup \{u\}) - f(T) \) whenever \( \{u\} \subseteq T \). Submodularity intuitively says the probability of activating some inactive node \( u \), does not increase if more nodes have already attempted to activate \( u \) and \( u \) is hence more “marketing-saturated”. It is also called the law of “diminishing returns”.

By the power of submodularity and monotonicity a simple greedy heuristic for influence maximization under IC and LT provides an approximation guarantee by the factor of \( 1 - \frac{1}{e} \) [44].

B. Consumer Complaining Behavior

The consumer complaint behavior, CCB in short, is an area of research, which deals with the identification and analysis of all the aspects involved in the consumer reaction to a product or a service failure and the consequent perceived dissatisfaction [24].

According to [24-29], three distinct dimensions of CCB have been verified: 1) voice complaints (complaining directly to sellers or service providers); 2) private complaints –word of mouth–(refers to the act of telling at least one friend, acquaintance or family about satisfactory or dissatisfactory about product/service experiences [30]); and 3) third party complaints (complaining to independent organizations such as the media, consumer groups, or legal agencies in order to seek redress, e.g. Better Business Bureau).

Most researchers assume some level of dissatisfaction as a starting point for any type of complaint behavior (voice, private, or third party) [30-36]. In addition, some researchers have noted the incidence of complaining even among satisfied consumers. (e.g. [37]) Kowalski argued that some consumers complain not out of dissatisfaction but in an effort to gain fraudulently from retailers or manufacturers [38]. Some satisfied consumers might even complain about minor service problems or product defects due to organizational commitment, loyalty or even to reinforce their earlier buying decisions [39]. Thus we can say that satisfied consumers might complain about certain attribute even though overall satisfaction is relatively high. In this case, the one that heard a complaint does not know that the overall satisfaction of the complainer is high. Therefore it can affect people’s decisions in a negative way. In fact neither all complainers are dissatisfied and nor all dissatisfied consumers complain [39].

When dissatisfaction and other factors lead to consumer complaint behavior, the choice of private voice or third party complaint still exists. In fact, some research has found that consumers engage in multiple complaint responses (a “supplemental effort”) rather than choosing a single complaint option (a “Substitution effort”) [29-31, 39-43]. It means that complaint behaviors such as exit, negative WOM and seller complaints are separate processes that are influenced by different variables or in different ways by the same variables.

In [39] Halstead proposed a framework for consumers complaining behavior and specified four categories of consumers based on satisfaction and complaining behaviors. This framework is shown in Fig. 1.

Based on the framework presented in Fig.1, Halstead showed that negative WOM for all of these four groups can exist. It means that a consumer complaint directly to sellers does not indicate a lack of complaining to friends and family. According to [39] the extent of negative WOM behavior and the probability for a person to participate in negative WOM is as below:

Category 1 < Category 2 < Category 3 < Category 4

Thus the extent of negative WOM for a dissatisfied complainer consumer is the highest one. Also the extent of NWOM for satisfied non-complainer ones is the least one. We will present our model based on this fact in the next section.

<table>
<thead>
<tr>
<th>Complainers</th>
<th>Non-Complainers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfied</td>
<td>Category 2</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td>Category 4</td>
</tr>
</tbody>
</table>

Figure 1. consumer satisfaction level and voice complaining framework. [32]
C. Related Work

There are two types of previous studies related to our work. Some of previous researches focused on designing an efficient algorithm for influence maximization under the IC, LT or their extensions, while other ones target the model of spreading the influence in social networks and tried to present a new model that could better fit the spreading influence in the real world.

From the algorithm perspective, which we considered as a first category, a simple greedy approximation was the first algorithm introduced for influence maximization [4, 7]. However, this algorithm is very slow in practice and not scalable to the size of network. In [9], Leskovec et al. propose lazy-forward optimization that significantly speeds up the greedy algorithm, but it still cannot scale well to large networks with hundreds of thousands of nodes and edges. A number of heuristic algorithms are also proposed [8, 12, 11, 10, 56] for the independent cascade model. SPM/SP1M of [8] is based on shortest-path computation, and SPIN of [10] is based on Shapley value computation. Both SPM/SP1M and SPIN have been shown to be not scalable enough [11, 14]. The simulated anneal approach is proposed in [56], which provides reasonable influence coverage and running time.

One of the best heuristic algorithms so far is believed to be the PMIA algorithm proposed by Chen et al. in [11], which provides matching influence spread while running at three orders of magnitude faster than the optimized greedy algorithm. The PMIA computes local tree structures for each node, this procedure speed up the computation of influence spread. However, the disadvantages of PMIA are that it incurs high memory cost for local data structures and it needs to estimate influence spread of many nodes one by one. The IRIE algorithm presented in [17] tries to overcome both of the shortcomings of the PMIA that mentioned and thus can perform even much faster than it. IRIE algorithm integrates influence ranking with influence estimation together with the greedy approach, overcoming the general issue of ignoring overlapping influence coverage suffered by all pure ranking methods.

In the second category primary works belong to Domingos and Richardson [5, 6] and Kempe et al. [4] as we mentioned. However there are many studies that extend IC or LT to better fit to the real world phenomena [15, 18, 47-55]. These studies try to extend previous works from four different perspectives: 1) History sensitiveness; 2) Multiple cascade and competitiveness; 3) Time dependent, and 4) Negative influence. Some of these researches are presented in the following.

From the subject of “history sensitiveness” Zhangel et al. [50] proposed the History Sensitive Cascade Model (HSCM), a model of information cascade through a network over time. The authors considered the “activation” problem of finding the probability of receiving information by particular node from some nodes that initially informed. In this study it was also proven that selecting a set of $k$ nodes with greatest expected influence is NP-hard, and results from submodular functions are used to provide a greedy approximation algorithm with a $1 - 1/e - \epsilon$ lower bound, where $\epsilon$ depends polynomially on the precision of the solution to the “activation” problem.

Many research papers have considered the subject of “multiple cascade and competitiveness” [47, 48, 15, 51, 52, 53]. Borodin et al. in [47] introduced a threshold model that could work in competitive situations, which aims to maximize the spread of our technology in the presence of one or more competitors. They proved the NP-hardness of this problem. In addition, they showed the $(1 - 1/e)$ approximation guarantee for a greedy algorithm to solve this problem. Also Bharathi et al. considered the game of innovation diffusion with multiple competing innovations such as when multiple companies’ market competing products using viral marketing. They give an $(1 - 1/e)$ approximation algorithm for computing the best response to an opponent’s strategy and proved that the “price of competition” of this game is 2 at most [15]. Moreover in the study presented by Pathak et al. [48], a generalized version of the linear threshold model that is capable of handling multiple cascades in a non-progressive mode is presented. The corresponding stochastic process is shown to be a rapidly mixing Markov chain. Also the StochColor algorithm is provided for discovering the most likely states of the cascades’ spread in a given graph.

For the perspective of “time dependency” some studies can be found [49, 54, and 55]. Saito et al. in [49] presented a model of Continuous-Time Independent Cascade (CTIC), which is the extension of the IC model to allow continuous time delays. They modeled a time-delay by an exponential distribution as a natural extension. Moreover they addressed the problem of estimating the parameters for CTIC from the observed data by rigorously formulating the likelihood of obtaining these data and maximizing the likelihood iteratively with respect to the parameters (time-delay and diffusion).

As far as we know, in the subject of “negative influence” the only presented spread model is ICN that is introduced by Chen et al. [18]. This model is an extension of the independent cascade model that incorporates the emergence and propagation of negative opinions. ICN has an explicit parameter called quality factor to model the natural behavior of people turning negative to a product due to product defects. This model ignores some basic features acknowledged in the social psychology literature. The only characteristic that is considered in ICN is negativity bias (negative opinions usually dominate over positive opinions). This paper proved that ICN maintains some nice properties such as submodularity, which allows a greedy approximation algorithm for maximizing the positive influence within a ratio of $(1 - 1/e)$. In ICN some important facts about the real-life spreading model are ignored. Some of these facts are: consumers switching causes; different types of consumers complaining behavior; and supplemental consumers complaining effort. The only parameter that is considered in their model was quality factor, which has an absolute value. ICN has too much simplification and does not fit well in real life...
situations. We try to target these simplifications in our study. As a result, we introduce a model that can better fit into the spreading influence in real life.

III. INDEPENDENT CASCADE MODEL WITH POSITIVE AND NEGATIVE WOM

As we mentioned a social network is modeled as a directed graph $G = (V, E)$, where $V$ is the set of nodes representing individuals and $E$ is the set of directed edges. $E$ represents relationships between individuals while in ICPN this relationship is associated with a propagation probability, which is formalized by function $p: E \rightarrow [0,1]$. We refer to the tuple $G = (V, E, P)$ as an influence graph. $(P = \{p_1,p_2,p_3,p_4\}$ For a node $v \in V$, let $N_{\text{in}}(v)$ and $N_{\text{out}}(v)$ denote $v$’s in-neighbors and out-neighbors respectively.

The dynamic of our presented model is as follows. Each node has three states: neutral, positive and negative. Discrete time steps $t = 0, 1, 2 \ldots$ are used to model dynamic changes in network. A node $v$ is called activated at time $t$ if it is positive or negative at time $t$ and neutral at time $t − 1$ (if $t > 0$). This model has a parameter $q$ called quality ratio, which represents the probability that a node remains positive after it is activated by its neighbors. Also ICPN has a parameter $C$ called complaint factor that is used for specifying the complaint status of each node. Initially at time $t = 0$, all nodes in a pre-determined seed set $S \subseteq V$ are activated. Each node $v \in S$ becomes positive with probability $q$, and becomes negative with probability of $1 − q$. Also at same time step, the complaint status of each node in seed set $S$ determines.

In time $t > 0$ for any neutral node $v$, let $A_t(v) \subseteq N_{\text{in}}(v)$ be the set of in-neighbors of $v$ that were activated at time $t−1$. Every node $u \in A_t(v)$ based on its category tries to activate $v$ positively with an independent probability of $p^u(u,v), p(u,v)$ and tries to activate it negatively with an independent probability of $(1 − p^u(u,v)), p(u,v)$ which $p^u$ represents the probability related to each category. If one of them becomes successful, $v$ is activated at step $t$. If $v$ is activated positively it remains positive with probability of $q$ and its status will change to negative with probability of $1 − q$. To determine which node activates $v$, and let each node in $A_t(v)$ try to activate $v$ following the permutation order until we find the first node $u$ that activates $v$ successfully. Once $v$ is activated and fixed its state (positive or negative), it will not change its state any more. The activation process stops when there is no new activated node in a time step. The dynamic process of ICPN is given in Fig. 2 and 3.

A. Conceptual justification of the ICPN model

The ICPN model reflects several phenomena of negative and positive influence that match our daily experiences as well as the studies in both social psychology and marketing. First, negative opinions originate from imperfect or defected products/services. In addition there are two major reasons for a customer to switch to another service provider or product producer: 1) Dissatisfaction; and 2) looking for better deals [30-34]. In ICPN model when a node $v$ is positively activated by a positive node $u$ it means that $v$ is positively influenced by $u$ and subsequently buys a product/service. However, due to either defects of the product/service or/and better deals of other producers/service providers, $v$ may dislike the product/service and generate negative opinions about it. The quality ratio $q$ reflects the quality of product/service rather than other similar products/services and represents satisfaction that is related to product quality and better deals since it is in form of ratio that can represent products comparison. Thus, the quality ratio is the property of product/service, not the property of the network. Therefore it is reasonable to use same quality ratio across the network. Typically before a product is put into the market, the producer performs quality control by testing and/or focus group studies, and comparing the product/service with similar ones from other competitors based on product’s features. Thus it is reasonable to assume that an estimate of $q$ is available. In ICPN model we consider the quality ratio as a standardized value between 0 and 1.

Second, negative and positive influences are asymmetric and negative influence is more dominant, which is reflected in the ICPN model from two aspects. The first aspect is that, when a node $v$ is negatively activated by using the product/service it will stay negative even if it later sees other neighbors turning to positive. The second aspect is when node $v$ is negatively activated without experiencing product/service, it will also affect its neighbors negatively. This is the manifestation of negativity dominance in the domain of contagion.

Third, we considered 4 categories of consumers based on CCB in determining the probability of influence activation.

Forth, according to the literature neither all complains come from dissatisfaction, nor all dissatisfied consumers complain. This fact is reflected in the ICPN model from two aspects: First, when node $v$ is activated positively by experiencing product/service, it can activate its neighbors negatively with a little probability. Second aspect is that when node $v$ is negatively activated by experiencing product/service, it can activate its neighbors positively with a little probability.

Fifth, for indicating the complaining status of each person we used complaining factor. This factor represents the percent of consumers that had complaining behavior to the total number of consumers. Therefore this value can be obtained easily.

Finally, we use positive influence spread as our objective since it is directly related to the expected revenue that the seller would gain from the viral marketing effort.
B. ICPN in details

As mentioned before, each customer should be categorized in 4 groups based on customer satisfaction/dissatisfaction and complaint status. These customers are persons that adopted a product/service.

In ICPN model, when a person buys a product or uses a service (called adopted product/service), at the beginning of the cascade process the state of that person is positive. After the product/service is used by the mentioned person, assumes in time step $t = t'$, his state will change. The new state of this person is defined by the quality ratio that was introduced. In this phase the person will choose positive state with the probability of $q$ and negative state will be chosen with the probability of $1-q$. For every person (node in influence graph), one of the following conditions can be identified:

- If in time step $t = t'$ the state of a person was positive (he was satisfied by the product/service), then that person will participate in negative WOM (propagate negative opinion about product/service) with the probability of $1-p_1$ if he was not complainer, and with the probability of $1-p_2$ if he was a complainer. We can justify this condition by the fact that the one can be satisfy about a product but also participate in negative WOM. In this situation the person will participate in positive WOM about the product based on his complaining status with probability of $p_1$ and $p_2$. Now if this person propagates his negative opinion about the product/service, the state of his neighbors in the social network becomes negative and he will remain negative until the cascade ends.
non-complainer person the probability of participating in positive WOM will be \( p_3 \) and for a complainer one it will be \( p_4 \). Also for a non-complainer person the probability of participating in negative WOM will be \( 1 - p_3 \) and for a complainer one it will be \( 1 - p_4 \).

When somebody receives a positive idea about product/service he will adopt it and the quality ratio will specify his future status.

According to Halstead framework and the extent of NWOM for each category, for the probability of \( p_1, p_2, p_3, p_4 \) in ICPN, this result could be derived:

\[
1 - p_1 < 1 - p_2 < 1 - p_3 < 1 - p_4
\]

, which could be substituted with

\[
0 < p_4 < p_3 < p_2 < p_1 < 1
\]

So this relation between \( p_1, p_2, p_3, p_4 \) should be considered in ICPN model.

IV. APPROXIMATION GUARANTEE IN ICPN

The positive influence spread of a seed set \( S \) in influence graph \( G \) with quality ratio \( q \) is the expected number of positive nodes activated in the influence graph, and is denoted as \( \sigma_G(S, q) \). Given an influence graph \( G = (V, E, P) \), a target seed set size \( k \), and a quality ratio \( q \), the influence maximization problem is to find a seed set \( S' \) of cardinality \( k \) such that \( S' \) has the largest positive influence spread in \( G \).

Given an influence graph \( G = (V, E, P) \), seed set \( S \), and quality ratio \( q \), let \( \text{pap}_G(v, S, q) \) reflects “positive activation probability”, the probability that node \( v \) is positive after the influence cascade from \( S \) ends. By the linearity of expectation, it is clear that

\[
\sigma_G(S, q) = \sum_{v \in V} \text{pap}_G(v, S, q)
\]

Definition 1: \( d_G(S, v) \) denotes the distance from \( S \) to \( v \) in graph \( G \). That is the length of the shortest path from any node in \( S \) to \( v \) in graph \( G \).

If there is no path from any node in \( S \) to \( v \) then we can say that \( d_G(S, v) = +\infty \). As a convention, we considered \( q^{+\infty} = 0 \), for all \( 0 \leq q \leq 1 \) (even when \( q = 1 \)).

Definition 2: let \( a_G(S, i) \) denote the number of nodes that are \( i \) steps away from set \( S \) in graph \( G \), thus we can say

\[
a_G(S, i) = |\{ v | d_G(S, v) = i \}|
\]

The following lemma shows a basic property of the ICPN model that leads to many results.

**Lemma 1**: for influence graph \( G = (V, E, P) \) suppose that \( P(e) = 1 \) for all \( e \in E \) . Then for all \( v \in V \), we have,

\[
\text{pap}_G(v, S, q) = q^{d_G(S, v)}
\]

complaining status, he will participate in and

\[
\sigma_G(S, q) = \sum_{i=0}^{n-1} a_G(S, i) q^{i+1}
\]

**Proof**: It is sufficient to show that for \( v \in G \) with \( d_G(S, v) = i \), the equality \( \text{pap}_G(v, S, q) = q^{i+1} \) holds. This statement can be proved by induction. For the base case \( (i = 0) \) it is obvious. Because of every node in the seed set \( S \) is activated and has probability of \( q \) for becoming positive.

Now consider a node \( v \) with \( d_G(S, v) = i \geq 1 \). Let \( U = N_m(v, i - 1) \) be the set of incoming neighbors of \( v \) that are at distance of \( i - 1 \) from \( S \). Clearly, all nodes \( U \) are activated at time \( i - 1 \) because of the assumption \( P(e) = 1 \), and \( v \) will be activated at time \( i \). In ICPN \( v \) will be activated by one of the nodes in \( U \) which is chosen randomly. By induction, and because of the \( P(e) = 1 \) assumption, every node in \( U \) becomes positive with probability \( q^i \). Therefore, \( v \) will be positively activated with a probability of \( q^{i+1} \) no matter which node in \( U \) activates \( v \) at time \( i \). Thus lemma 1 follows by taking summation over all nodes.

For any influence graph \( G = (V, E, P) \), after all random events on all edges based on their propagation probability are determined, a sub graph \( \hat{G} = (V, E, \hat{P}) \) is obtained, where \( V = V, E \subseteq \hat{E} \), and \( \hat{P}(e) = 1 \) for all \( e \in \hat{E} \) with no difference that the probability for each edge follows \( p_1, p_2, \ldots \) in ICPN, we considered the influence edges that are effective in activating). Therefore \( \hat{G} \) is obtained with probability \( Pr_G(\hat{G}) = \prod_{e \in \hat{E}} P(e) \prod_{e \in E \setminus \hat{E}} (1 - P(e)) \). Let \( \Omega_G \) denote the set of all such subgraphs \( \hat{G} \). Thus an edge \( e \) is activated if \( e \) is selected in the random subgraph \( \hat{G} \).

An alternative view of the ICPN model is that first we select edges to obtain \( \hat{G} \), and then the influence is propagated on \( \hat{G} \). In the graph \( \hat{G} \) when multiple neighbors of a node \( v \) try to activate \( v \) in the same step, there is no need to follow the random permutation order on these neighbors because the first neighbor that is selected will always activate \( v \). We use this view of ICPN model for specifying some important results. This alternative view is referred to edge activation view. It is clear that in this view we can ignore the complaint factor and all parameters that are related to the edge probability.

**Lemma 2**: Given an influence graph \( G = (V, E, P) \), a seed set \( S \) and quality ratio \( q \), we have

\[
\sigma_G(S, q) = E_{G - a_G} [\sigma_G(S, q)]
\]

\[
= \sum_{G \in \Omega_G} Pr_G(\hat{G}) \sigma_G(S, q)
\]

\[
= \sum_{G \in \Omega_G} Pr_G(\hat{G}) \sum_{i=0}^{n-1} a_G(S, i) q^{i+1}
\]

**Corollary 1**: For any influence graph \( G = (V, E, P) \), when fixing a seed set \( S \), function \( \sigma_G(S, q) \) on \( q \) is monotonically increasing and continuous.
A set function \( f \) on the vertices of graph \( G = (V, E, P) \) is a function \( f: 2^V \to \mathbb{R} \). Set function \( f \) is monotone if
\[
f(S) \leq f(T) \text{ for all } S \subseteq T,
\]
and it is submodular if
\[
f(S \cup \{u\}) - f(S) \geq f(T \cup \{u\}) - f(T) \text{ for all } S \subseteq T \text{ and } u \in V \setminus T.
\]

**THEOREM 1:** for any influence graph \( G = (V, E, P) \), when fixing a quality ratio \( q \), set function \( \sigma_G(S, q) \) on \( S \) is monotone, submodular and \( \sigma_G(\emptyset, q) = 0 \).

**Proof.** Notice that
\[
\sigma_G(S, q) = \sum_{\mathcal{G} \in \mathcal{G}} \Pr_\mathcal{G}(\mathcal{G}) \sum_{v \in V} q^{d_\mathcal{G}(S, v)+1}
\]

We define \( Q_v(S) = q^{d_\mathcal{G}(S, v)+1} \). It is sufficient to show that \( Q_v(S) \) is monotone and submodular. Clearly, \( Q_v(S) \) is monotone because adding extra elements to the seed set \( S \) can only decrease the quantity \( d_\mathcal{G}(S, v) \). Thus it is enough to show that the function is also submodular.

Let \( S \subseteq T \subseteq V \) and \( u \in V \setminus T \). Clearly \( d_\mathcal{G}(S, v) \geq d_\mathcal{G}(T, v) \). We can determine three different cases.

**Case 1:** If \( d_\mathcal{G}(u, v) \geq d_\mathcal{G}(S, v) \), we have
\[
Q_v(S \cup \{u\}) - Q_v(S) = Q_v(T \cup \{u\}) - Q_v(T) = 0.
\]

**Case 2:** If \( d_\mathcal{G}(u, v) \leq d_\mathcal{G}(T, v) \), as \( Q_v(.) \) is monotonically increasing, we have
\[
Q_v(S \cup \{u\}) - Q_v(S) = Q_v(T \cup \{u\}) - Q_v(S) \geq Q_v(T \cup \{u\}) - Q_v(T).
\]

**Case 3:** The only remaining case is \( d_\mathcal{G}(T, v) < d_\mathcal{G}(u, v) < d_\mathcal{G}(S, v) \). In this case we have
\[
Q_v(S \cup \{u\}) - Q_v(S) > 0 = Q_v(T \cup \{u\}) - Q_v(T) \text{ Therefore } Q_v(.) \text{ is monotone and submodular.}
\]

According to theorem 1, we can apply the mentioned results in [44] to obtain a greedy approximation algorithm that achieves \( (1 - \frac{1}{e}) \)-approximation ratio for influence maximization in ICPN model; which shows the same efficiency as an original IC model presented by Kempe et al. Fig.4 shows a simple greedy algorithm from [18]. This algorithm iteratively selects a new seed \( u \) that maximizes the incremental change of \( f \) into the seed set \( S \) until \( k \) seeds are selected. In our case \( f \) can be replaced by \( \sigma_G(S, q) \).

---

**Algorithm 2: Greedy approximation for influence maximization**

**Initialize** \( S = \emptyset \)

for \( i = 1 \) to \( k \)

select \( u = \arg\max_{v \in \mathcal{V} \setminus S} (f(S \cup \{u\}) - f(S)) \)

\( S = S \cup \{u\} \)

end for

output \( S \)

---

**Figure 3.** The ICPN model pseudo code

V. DISCUSSION

Previous models of spreading influence in social networks have done too many simplifications because of the NP-hardness of influence maximization. These simplifications result to models that cannot fit in real world situations. Hence, they are not usable in simulating the spread of influence is social networks. In this paper, we overcome this simplification by adding some feature of real world situations to the basic model of independent cascade. These features are discussed with details in “Conceptual justification of the ICPN model” section. The summary of these features is shown in table 1. By considering these features, ICPN can fit in real world spreading of the influence better than previous models.

Despite the NP-Hardness of the influence maximization problem, ICPN can be usable for real life simulations since it provides the approximation guarantee of \( (1 - \frac{1}{e}) \) for this problem.

VI. CONCLUSIONS

Models of cascading influence have an essential role in viral marketing. Some important problems such as influence maximization are defined based on these models. In this paper, we present a new influence cascade model based on positive and negative WOM, called ICPN. In ICPN we modeled several phenomena that might be experienced in real life as well as the studies in social psychology and marketing. Some of these phenomena are: negativity bias and dominance, consumers switching causes, different types of consumers complaining behavior, supplemental consumers complaining effort and etc.

**TABLE I.** MAPPING BETWEEN ICPN AND REAL WORLD INFLUENCE SPREADING

<table>
<thead>
<tr>
<th>ICPN</th>
<th>Real World influence spreading</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality Ratio</td>
<td>Customer switching cause</td>
</tr>
<tr>
<td>Dominancy of directly activated negative node/ indirectly activated negative node as influencer</td>
<td>Asymmetry of negative and positive influence and dominance of NWOM</td>
</tr>
<tr>
<td>4 categories of consumers with different probability</td>
<td>Consumer Complaining Behavior</td>
</tr>
<tr>
<td>Activating negatively by positive node and vice versa</td>
<td>Supplemental consumers complaining effort</td>
</tr>
<tr>
<td>Complaining factor</td>
<td>Complaining status of each person</td>
</tr>
</tbody>
</table>

We showed that our model of influence cascade maintained some good properties such as submodularity, which is effective in finding the most
influencing individuals in the population. Submodularity allows a simple greedy approximation algorithm to maximize the positive influence within a ratio of $1 - 1/e$ approximation.

For future research we can extend our model of influence cascade with considering some situations that may encounter in the real world; for example extending ICNP for allowing each node to have a different quality ratio to model the situation where different individuals have different tendency for product/service; also situation that the process is non-progressive and the one can switch between different products/services continuously is appropriate. As the other work that can be done to continue this research, we can focus on finding the best range for each of mentioned probabilities ($p_1$, $p_2$, $p_3$, $p_4$) to improve the accuracy of the presented model.
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