ARO: A new model-free optimization algorithm inspired from asexual reproduction
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Abstract

This paper proposes a new individual based optimization algorithm, which is inspired from asexual reproduction known as a remarkable biological phenomenon, called as Asexual Reproduction Optimization (ARO). ARO can be essentially considered as an evolutionary based algorithm that mathematically models the budding mechanism of asexual reproduction. In ARO, each individual produces an offspring called bud through a reproduction mechanism; thereafter parent and its offspring compete according to a performance index obtained from the underlying objective function of the given optimization problem. This process leads to the fitter individual. ARO’s adaptive search ability and its strong and weak points are described in this paper. Furthermore, the ARO convergence to the global optimum is mathematically analyzed. To approve the effectiveness of the ARO performance, it is tested with several benchmark functions frequently used in the area of optimization. Finally, the ARO performance is statistically compared with that of Particle Swarm Optimization (PSO). Results of simulation illustrate that ARO remarkably outperforms PSO.

1. Introduction

In today’s dynamic environment, decision making problems have emerged more complicated and they are limited by available information, available time, and the information-processing ability of the decision maker’s mind; therefore, to make more appropriate and yet accurate decisions they better be modeled as optimization problems. As a result, a lot of methods have been proposed to tackle such problems. Among these developed algorithms, meta-heuristic optimization techniques have attracted increasing attentions in recent years for solving complex decision making problems. They are more robust than traditional methods based on formal logics or mathematical programming for many real world applications [1]. These techniques have obviously progressed and new ideas in the area of optimization algorithms have been developed during recent decades [63]. Although different meta-heuristic algorithms applied for various kinds of real world optimization exist, bio-inspired algorithms apparently stand out in comparison with others and construct a main category of meta-heuristic algorithms.

Biologically-inspired computation rapidly advanced over the past decade is a covering term for different computational methods that are based on principles or models of biological systems. This class of methods such as evolutionary algorithms (EAs), ant colony optimization (ACO), particle swarm optimization (PSO), artificial neural networks (ANNs), artificial immune systems (AISs) complements traditional techniques in the sense that the former can be applied to large-scale applications where little is known about the underlying problem and where the latter approaches encounter difficulties such as the risk of trapping in local minima. Therefore, bio-inspired methods are becoming increasingly important in face of the complexity of today’s demanding applications, and accordingly they have successfully been used in various fields.

ACO algorithms introduced by Dorigo have been inspired by the behavior of real ants specially foraging. Moreover, they have successfully been applied to variety of problems, ranging from the classical traveling salesman problem (TSP) to routing in telecommunications network [2]. In addition, PSO developed by Kennedy and Eberhart [3] is a population based optimization algorithm modeling the exploration of a problem space by individuals called particles. Like ACO, PSO is also implemented for a number of optimization problems [4]. It should be noted that both ACO and PSO are considered as swarm intelligence. ANNs modeling the essence of the human neural system have been discussed for more than few decades [5]. Though extensively applied to various disciplines, ANNs have also been used for solving certain optimization problems.
problems [6]. More recently, AIs as adaptive systems inspired by immunology have emerged to tackle optimization problems [7].

The widespread term Evolutionary Computations (ECs), comprise a number of techniques modeling different aspects of evolution in the nature. Rechenberg first of all introduced Evolution Strategies (ESs) started with a population of two individuals, one parent and one offspring, the offspring being a mutated version of the parent [8,9]. This idea was further developed by Schwefel [10,11]. Fogel and his colleagues proposed Evolutionary Programming (EP), a technique in which candidate solutions to given tasks were represented as finite state machines [12]. Holland at the same time invented and developed Genetic Algorithms (GAs) casting a number of methods for moving from one population of chromosomes to a new population by using a kind of “natural selection” together with the genetics inspired operators of crossover, mutation, and inversion [13]. In contrast with ESs and EP, Holland’s original goal was not to design algorithms to solve specific problems, but rather to formally study the phenomenon of adaptation as it takes place in nature and to develop ways in which the mechanisms of natural adaptation might be imported into computer systems [14]. Furthermore, Genetic Programming (GP), a form of the genetic algorithm to evolve Lisp programs to perform a variety of tasks was suggested by Koza [15].

In the recent years, various evolutionary models based on aforementioned approaches have been developed for multifarious applications [16]. Various genetic operators have been recommended in order to improve GAs performance for real world applications from the beginning of GA arising [17]. Another extension of canonical GAs named Co-evolution Genetic Algorithm (CGA) models multiple interacting subpopulations. Two different types of coevolution were simulated including competitive coevolution which models the competition among subpopulations [18–22] and cooperative coevolution which evolves subcomponents that must cooperate in solving a given task, instead of evolving whole individuals [23–27]. An additional evolutionary based algorithm, the so-called Differential Evolution (DE) has extensively been used. DE is a simple yet efficient, direct-search algorithm for global optimization defined on totally ordered spaces, comprising spatially functions with real-valued parameters. It is also compared with other algorithms [28,29,64]. Furthermore, Memetic Algorithms (MAs) as a broad class of metaheuristics which combines a population-based search with other possible methods to employ all available knowledge about the problem [30] have fruitfully been applied in various optimization problems.

In comparison with bio-inspired algorithms, other metaheuristics are implemented for hard optimization problems where a 1N offspring identical to the parent [38]. Some complex organisms, such as plants and some lizards, may reproduce asexually.

2. Biological foundations of ARO

2.1. Asexual reproduction

As stated above, ARO is inspired by asexual reproduction. Asexual reproduction is a method of reproduction where a 1N (chromosome number) cell produces two to four cells with the same chromosome number. This can be done by binary fission of a motile stage or a non-motile stage. In many armed dinokonts the original cell divides along predetermined sutures and then each half produces a new half with new thin plates [37]. Asexual reproduction involves only one parent passing on the genetic information to their offspring. This sharing of genetic information makes the offspring identical to the parent [38].

Many species reproduce successfully in the absence of sex [39]. Asexual reproduction is common among organisms like bacteria, rapidly reproducing to generate large populations. In these large populations, mutation can provide considerable genetic variations, so sex may be less important in producing genetic diversity within the population [40]. Although they do not sexually reproduce, there are ways in which genes get transferred between asexual individuals [41]. Some complex organisms, such as plants and some lizards, may reproduce asexually.

There are different types of asexual reproduction like “binary fission” [42], “asexual spore production” [43], “plants asexual reproduction” [44] and “budding” [45]. In the binary fission only single-icelled organisms reproduce. The cell duplicates its contents, including its nucleus and other organelles and then splits into two cells with each one being identical (bacteria, amoeba, algae) [46]. In Asexual Spore Production, spores are similar to seeds, but are produced by the division of cells on the parent, not by the union of two cells. One parent may produce many spores; each of this will grow into a new individual, identical to its parent (fungi, green algae, moulds, ferns). Many spores are produced to ensure that at least some of the individual organisms will survive. Zoospores can also be produced by some fungi and green algae. They move using tail-like flagella [43].

A plant continues to grow throughout its life. The rapidly growing tips of roots and stems contain specialized reproductive cells called meristem. At a certain time these cells will be diverted into cells that make up roots, stems and leaves. If parts of the plant are damaged, the meristem cells make repairs. Clones can be made from cuttings of a plant, because the meristem cells can special-
ize to reproduce the different parts needed to make a new plant. Asexual reproduction can produce many plants very quickly. This is an advantage in places where the environment doesn’t change very much (bacteria). By building a large population of organisms very quickly the species is able to thrive. The great disadvantage is that when the environment changes, all of the organisms will die, if they do not have the ability to adapt to the change [44].

Eventually in the budding mathematically modeled by ARO, the parent organism produces a bud (a smaller version of itself), which eventually detaches itself from the parent and becomes a self-sufficient individual—identical to the parent. Coral also reproduces in this way, but do not detach themselves (hydra, yeast, coral, sea sponge) [47].

Asexual reproduction is a significant adaptation to specific environments and biological conditions where the cost of sexual reproduction to a species is considerable [48,65]. Asexuality can be seen as the reverse side of the coin “why sex?”, which has been questioned among scientists over the history of biology [49]. According to Ghiselin [49], the question should be directed primarily to the genetic consequences of sex. Awareness of the genetic consequences of reproductive modes forms the basis of the background to the evolutionary approach.

2.2. Asexual versus sexual reproduction

Sexual reproduction usually involves two individual organisms. The offspring that are produced from this union have a mix of characteristics, half from one parent and the other half from the other parent. It should be considered that most of evolutionary algorithms model sexual reproduction. Sexual reproduction does not always involve male and female parents, however they can have specialized gametes (reproductive cells that have only one role—to join with another gamete during reproduction). Many organisms are capable of both sexual and asexual reproduction, like some moulds, such as Rhizopus, which produce spores. They can also produce zygospores, enabling them to reproduce sexually as well.

Asexual reproduction has the advantage of providing lots of variations within a species, helping it to survive when the environment changes. The main disadvantage is that this process takes a lot of energy. This means that they can only produce small populations.

There has been considerable discussion of the advantages of sexual and asexual reproduction in the life history of a species (e.g. [50,51]). In general, sexual propagules are widely dispersed during periods of environmental change or uncertainty, while asexual reproduction occurs close to the parent during more benign periods [50]. In addition, asexual reproduction often occurs in physically disturbed or isolated habitats where a single asexual individual can establish a new colony. These habitats also harbor relatively few competing, predatory or pathogenic species [51–53]. Sex and genetic recombination, in contrast, may be necessary adaptations of a species living in a biologically complex environment, where there is a continuous appearance of qualitatively new selective forces [51]. This biological complexity may be best developed in physically uniform environments [51,54]. No single model accommodates these various correlations and ideas [50,51]. The relation between asexual reproduction and the physical and biological environment is poorly understood in marine animals. There are few comparative studies of asexual populations within a single species or of asexual reproduction in closely related species (e.g. [55,56]). In particular, asexual budding, fission, and fragmentation among the large group of polychaete worm’s show little pattern of geographical occurrence [57].

Selective advantage of asexual reproduction is that the organism can reproduce without finding a partner. The disadvantage of strictly asexual reproduction is that genetic variability decreases, and the population is less able to survive changes in the environment. Some species use the advantages of both asexual and sexual reproduction. In these species, most reproduction is asexual, or vegetative, but occasionally, often during periods of environmental stress, sexual reproduction occurs.

Asexual reproduction yields clones, offspring completely identical to the parent. If a starfish is cut into five pieces, each arm can regenerate an entire starfish. Although a few animals can regenerate in this fashion, in general plants are better candidates for cloning. Tissues of many plants retain totipotency, the ability to regenerate the entire plant structure. A single cell from a carrot root can divide and differentiate to form an embryo and then an adult plant. Even humans have cells that are totipotent early in their development. It is these totipotent cells that surround the controversy of stem cells.

Because the offspring are identical to the parent, asexual reproduction is often used to propagate desirable horticultural varieties. Many plants reproduce asexually under natural conditions. Extensive stands of bracken fern or entire forests of alder may be genetically identical; essentially one huge plant that has spread over a large area. Like microorganisms, plants make good subjects for the investigation of asexual reproduction.

3. ARO algorithm description

Before ARO algorithm description, all symbols used in the paper, are listed in Table 1.

3.1. Main structure of ARO

As discussed above, there are different types of asexual reproduction such as binary composition, asexual reproduction of spore, asexual reproduction of plants and budding process. The main goal here is to formulate an algorithm to model the budding mechanism. In the proposed algorithm, called as ARO, each individual is represented by a binary string. On the other hands, a solution of the given problem, e.g. \( X = (x_1, x_2, ..., x_n) \); \( X \in \mathbb{N}^n \), is in fact a parent with some chromosomes composed of several bits called genes. A chromosome with the length of \( L \) is made of the following bits:

\[
\begin{align*}
&\text{the first bit represents the sign}, \\
&\text{the next } l_1 \text{ bits represent the integer part of the chromosome}, \\
&\text{the final } l_2 \text{ bits represent the decimal part of the chromosome}.
\end{align*}
\]

Therefore, \( L = l_1 + l_2 + 1 \), and the total length of the parent is \( nL \). Fig. 1 shows a typical ARO chromosome.

It is assumed that each solution in the search space \( (S) \) is indeed an organism in its own environment. It is further assumed that the existing resources in the environment are limited; hence, merely the deserving individual can survive. To start the algorithm, an individual is first generated randomly in the distinctive domain of \( S \), then the offspring (bud) is produced through a mechanism called reproduction which will be fully discussed later. The parent and its offspring compete to survive according to a performance index or a fitness function. If the parent wins the competition; the offspring

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S )</td>
<td>Search space</td>
<td>( K )</td>
<td>Maximum iterate number</td>
</tr>
<tr>
<td>( L )</td>
<td>Length of chromosome</td>
<td>( \Omega )</td>
<td>State space of ( X )</td>
</tr>
<tr>
<td>( N )</td>
<td>Number of variables</td>
<td>( \Phi )</td>
<td>State space of ( Y )</td>
</tr>
<tr>
<td>( G )</td>
<td>Number of selected bits</td>
<td>( X^* )</td>
<td>Optimal solution</td>
</tr>
<tr>
<td>( X_{k_{-1}} )</td>
<td>( k )-th bud produced by ( k )-th parent</td>
<td>( Y_k )</td>
<td>( k )-th parent</td>
</tr>
<tr>
<td>( P_{X_k</td>
<td>X_{k-1}} )</td>
<td>Transforming probability</td>
<td>( P_{\text{accept}} )</td>
</tr>
</tbody>
</table>

Table 1 Some important notations used in the paper.
will be discarded totally and vice versa. The algorithm repeats steps described in Table 1 until the stopping criteria are met.

It is clear that choosing an appropriate reproduction operator is critical. Despite the fact that many of evolutionary algorithms apply multiple operators in order to search in the search space, ARO uses only one operator to exploit available information according to the conventional control theory. In order to reproduce an offspring, a substring of length \( g \) bits uniformly distributed in \([1, L]\), \( g \sim \text{Uniform}[1, L] \), is randomly selected for each chromosome. Afterwards 1’s in this segment of bits are replaced by 0 and vice versa; i.e., the bits in the substring mutate. Table 2 illustrates ARO pseudo code.

In fact, each substring (called Larva) which is a mutated form of its parent is consequently selected. According to the optimization theory, even though both exploration and exploitation mechanisms are necessary, mutated form of its parent, only does larva explore the search space. To develop the algorithm capability, an exploitation mechanism is also added to it in which the parent and its offspring can share their information by merging. In other words, during the mutation process, the crossover implicitly takes place. Fig. 2 illustrates the reproduction mechanism.

After reproduction, the bud fitness is calculated according to the performance index. As shown in Table 1, bud fitness is compared with that of parent. At last, the most deserved individual is permitted to reproduce.

### 3.2. ARO adaptive search ability

In the first ARO simulation, the reproduction operator was implemented as follows. After larva was produced by its parent, a random number uniformly distributed in \([0,1]\) is generated. If this number is less than 0.5, the bit will be selected from the parent otherwise it will be chosen from larva till bud is completed. It means that merging is definitely performed. The number of bits which alters in the substring, \( g \), is a random number. When \( g \) is large, more exploration is expected and vice versa, while the exploitation applied is done based on the aforementioned procedure; this means that the amount of exploration is merely controlled by \( g \). Similarly exploitation rate is handled by the probability of merging the larva with its parent. Consequently, we may employ a procedure to adaptively set the rate of exploration and exploitation. As a consequence, the rate of exploration, \( g \), is large, the exploitation rate decreases and vice versa. To achieve this goal, a function, \( p \), calculating the probability of merging is defined. Therefore, ARO can adaptively shrink or widen the search space.

\[
P = \frac{1}{1 + \ln(g)}
\]

It is obvious that when \( g \) increases, \( p \) decreases and vice versa.

### 3.3. ARO strong and weak points

ARO has several advantages which makes it different from other meta-heuristic optimization algorithms. At first, as described above, ARO is an individual-based algorithm; therefore in spite of other population-based algorithms which take a lot of time to evolve, ARO utilizes a little energy; consequently due to its fast convergence it can be a very good candidate for online (real-time) optimization problems in which there is not enough importation about the systems under study. This property of ARO makes it very popular for real word problems especially for real time control and decision making [58], signal processing, data mining, etc.

Secondly, knowing the fact that the recently developed algorithms like GAs, PSO, CGA, TS and SA might face with some troubles due to lack of optimum parameters setting, ARO does not require any parameter tuning. For example in PSO, if its main parameters are not well set, it cannot appropriately work [59].

Furthermore, no selection mechanism is required in ARO. Selection mechanisms have been fully discussed for more than two decades [14]. Choice of inappropriate selection mechanisms (e.g. Roulette-Wheel), leads to some problems like the selective pressure and the premature convergence.

Finally, in contrast with other bio-inspired algorithms which are applicable for some special optimization problems like ACO that is

<table>
<thead>
<tr>
<th>Start</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>k</strong>=1;</td>
</tr>
<tr>
<td><strong>P</strong>=Initialize ((L, U)); % Parent Initialization between lower and upper bound</td>
</tr>
<tr>
<td><strong>FIT</strong>_<strong>P</strong>=fit**(P)**; % Fitness of <strong>P</strong> is calculated</td>
</tr>
<tr>
<td><strong>While</strong> stopping criteria are not met % Stopping Criteria</td>
</tr>
<tr>
<td><strong>BUD</strong>(k)=<strong>Reproduce</strong>(P); % <strong>P</strong> reproduces a <strong>Bud</strong></td>
</tr>
<tr>
<td><strong>FIT</strong>_<strong>BUD</strong>(k)=fit**(Bud(k))**; % Fitness of <strong>Bud</strong>(k) is calculated</td>
</tr>
<tr>
<td><strong>IF</strong> <strong>FIT</strong><em><strong>BUD</strong>(k) <strong>is</strong> better than <strong>FIT</strong></em><strong>P</strong></td>
</tr>
<tr>
<td><strong>P</strong>=<strong>BUD</strong>(k); % <strong>Bud</strong>(k) is replaced with <strong>P</strong></td>
</tr>
<tr>
<td><strong>Else</strong></td>
</tr>
<tr>
<td>clear <strong>BUD</strong>(k); % <strong>Bud</strong>(k) is discarded</td>
</tr>
<tr>
<td><strong>End</strong></td>
</tr>
<tr>
<td><strong>k</strong>=<strong>k</strong>+1;</td>
</tr>
<tr>
<td><strong>End</strong></td>
</tr>
<tr>
<td><strong>Finish</strong></td>
</tr>
</tbody>
</table>

---

**Fig. 2.** The ARO reproduction mechanism.
limited to discrete optimization [2], ARO is a model-free algorithm able to be applied for a range of optimization and decision making problems. Therefore, it can be utilized for graph optimization, integer and combinatorial optimization, constrained optimization and a lot more.

On the contrary, a predictable weak point of ARO is possibly its adaptation with the turbulent environment; hence genetic diversity becomes low as it is indeed in its corresponding biological model. Even if the aforementioned problem exists, it can be resolved by applying particular reproduction operators as we did to explore throughout the search space.

4. Real representation version of ARO

Representation methods, including binary and real encodings, in evolutionary algorithms have frequently argued during the past decades. Binary encodings (i.e., bit strings) are the most common encodings for a number of reasons and they have several advantages [14]. In spite of these advantages, binary encodings are censured for many problems (i.e. hamming cliff) discussed in evolutionary computation literatures [60]. In contrast with the binary representation, real encoding, mostly used in recent years, seems more appropriate for some applications [14].

Like other evolutionary algorithms, we utilized both binary and real representation in ARO. In the real encoding of ARO, each variable is represented by a string containing both integer and decimal parts. As a consequence, a bunch of reproduction operators, corresponding to the real encoding, is used and other steps of the algorithm are the same. When the real encoding is used, more mathematical operators for merging are accordingly applicable. For example, for two real numbers \( x \) and \( y \) as a parent and larva, a linear combination can be applied such as \( \lambda x + (1 - \lambda) y \).

Fig. 3 illustrates that different types of the arithmetic merging mechanism may lead to reproduce a bud somewhere in an ellipse as shown in the above figure. This claim has been approved through several different simulation runs.

5. ARO convergence analysis

In this section, the ARO convergence is analyzed. Firstly state and state space are described:

5.1. State

In this paper, a state is indeed a situation that the algorithm can be. When ARO starts the search from an initial parent denoted by \( X_0 \), two sequences such as \( \{X_0, X_1, X_2, \ldots \} \) and \( \{Y_0, Y_1, Y_2, \ldots \} \) will be generated. As stated before, ARO starts with an initial parent and frequently generates new buds using reproduction operator until one of these buds excels the parent. In order to acquire a better objective function value, the bud is replaced with its parent thereby creating a new parent. In the search process, a finite sequence \( \{X_{k_1}, X_{k_2}, \ldots, X_{k_6}\} \) is used for all buds generated by exploiting the \( k \)-th parent. It means that \( X_k \) is the \( t \)-th bud produced by using the \( k \)-th parent. Similarly, in the finite sequence \( \{Y_0, Y_1, \ldots, Y_k\} \), \( Y_k \) is the \( k \)-th parent generated by the algorithm.

5.2. State space

State space of random variables \( \{X_k, k \in K\} \) includes all possible values for \( X_k \) denoted by \( \Omega \). A state space of random variables \( \{Y_k, k \in K\} \) indicated by \( \Phi \) is represented by all the possible values of \( Y_k \).

We consider three conditions that will be shown to be sufficient to guarantee the ARO convergence.

\( C1 \): We assume that the state space \( S \) is a bounded and closed subset of \( \mathbb{R}^n \) and there exists an \( X \) such that \( \forall X \in S \Rightarrow f(X^*) \leq f(X) \).

\( C2 \): For every \( \varepsilon > 0 \), the set \( S_\varepsilon = \{X \in S : |f^* - f(X)| < \varepsilon \} \) is defined as the optimum set and members of this set symbolized by \( X^\varepsilon \) which is an optimal set with \( \varepsilon \) value of error. When finding an \( X \in X^\varepsilon \), the algorithm stops.

\( C3 \): In the proposed algorithm, each offspring is reproduced by using a function \( H \) entitled reproduction function, i.e. \( X_{k+1} = H(Y_k) \). Reproduction function is delineated by mutation and merging. This function is continues and its image \( \mathbb{R} \) is a sub set of \( S, \mathbb{R} \subseteq S \). \( H \) is able to produce all points of \( S \) and adaptively explore and exploit. If the algorithm is stuck in a local optimum, \( H \) increases exploration to expand the search space and narrows it by exploitation when needed.

To analyze the ARO convergence, some lemmas are required which are described as follows.

**Lemma 1.** The stochastic sequence \( \{f(Y_k), k \in K\} \) is a non-increasing sequence.

**Proof.** In each iteration of the algorithm, \( Y_k \) is calculated as:

\[
Y_k = \begin{cases} 
X_{k-1}, & \text{if } f(X_{k-1}) < f(Y_{k-1}) \\
Y_{k-1}, & \text{o.w} 
\end{cases}
\]  

(2)

Thus, it is obvious that:

\( \forall k \in K \Rightarrow f(Y_k) \leq f(Y_{k-1}) \)

Hence, the sequence \( \{f(Y_k), k \in K\} \) is a non-increasing sequence and the proof of Lemma 1 is completed. It is required to show whether the sequence \( \{X_{k}, k \in K\} \) is finite or not. The following lemma deals with this question and states that the number of required iterations to achieve a local optimum is limited. \( \square \)
Lemma 2. For each \( Y_k \neq S_z \), the sequence \( \{X_k, k \in K_T\} \) will be a finite stochastic sequence.

Proof. To prove Lemma 3, we employ reductio ad absurdum. Suppose in order to reach to a parent better than \( Y_k \), infinite numbers of \( X_{k+} \) should be generated. Because the sequence \( \{X_k, k \in K_T\} \) is infinite, according to \( C1 \) and \( C3 \) there is no \( Y_{k+1} \) in \( S_z \) which excels \( Y_k \). Consequently, \( Y_k \) must be in \( S_z \); this contradicts the assumption of Lemma 2, therefore the sequence \( \{X_k, k \in K_T\} \) is finite. □

Lemma 3. The sequence of stochastic variables \( \{Y_k, k \in K\} \) is a stochastic sequence modeled by Markov chain.

Proof. According to the chromosome length in the binary ARO, we can construct hyper-cubes mapping domain of the objective function, so that by increasing the chromosome length, the mapping is more accurate (it should be considered that this mapping is as well plausible in real representation because each real number is corresponding to a binary number). In fact, points of each hypercube map solutions in the main domain of the function. As a result, by connecting these points to each other a fully connected, undirected graph is created so that points are graph nodes and connections are graph edges. Now we can begin a special random walk on this graph in which a node is randomly selected to move. Therefore, if we do not situate in a state with lower energy level, we'll return to the previous situation. Hence, by starting from \( Y_0 = \omega_0, \{Y_k, k \in K\} \)

a stochastic sequence is created. To demonstrate \( \{Y_k, k \in K\} \) is a Markov process, we firstly define \( P_{a_{Xk}Y_{k+1}} \) describing the probability of \( Y_{k+1} = \omega_{k+1} \) given to \( Y_k = \omega_k \):

\[
P_{a_{Xk}Y_{k+1}} = \mathbb{P}\{Y_{k+1} = \omega_{k+1} | Y_k = \omega_k\} \tag{3}
\]

Additionally, as cited before, the reproduction operator in the algorithm is constructed by mutation and merging. If we assume two predetermined operators (i.e. uniform random mutation and arithmetic merging in real representation) are utilized in the algorithm, we have:

\[
X'_{k+1} = Y_k + \gamma \cdot U[-a, a] \tag{4}
\]

\[
X_{k+1} = \alpha X'_{k+1} + (1 - \alpha) Y_k = \alpha(X_k + \gamma) + (1 - \alpha) Y_k \Rightarrow X_{k+1} = X_k + \alpha \gamma \tag{5}
\]

\[
Y_k = \begin{cases} X_{k+1} & \text{if } f(X_{k+1}) < f(Y_k) \\ Y_k & \text{otherwise} \end{cases} \tag{6}
\]

It should be noted that the assumptions, cited above, does not restrict the proof. However, the value of random variable \( Y_{k+1} \) merely depends on the value of \( Y_k \) and it is not related to previous situations. Therefore, as a result, the following Eq. \( (7) \) is obtained:

\[
P_{a_{Xk}Y_{k+1}} = \mathbb{P}\{Y_{k+1} = \omega_{k+1} | Y_k = \omega_k, Y_{k-1} = \omega_{k-1}, ..., Y_0 = \omega_0\} = \mathbb{P}\{Y_{k+1} = \omega_{k+1} | Y_k = \omega_k\} \tag{7}
\]

Eq. \( (7) \) illustrates that the stochastic sequence \( \{Y_k, k \in K\} \) is a Markov chain and this completes the proof of Lemma 3. □

Lemma 4. For every \( X_0 \in S \) and \( \varepsilon > 0 \) there exists an integer number \( N \) such that for any \( \delta > 0 \):

\[
P\{Y_0 \neq S_z | X_0 = \omega_0\} < \delta \quad \forall \ n > N
\]

Proof. To ascertain Lemma 4, it is adequate to demonstrate that \( N \) is a finite integer number. For that reason, a Markov chain as illustrated below is used:

In Fig. 4, the non-integrated Markov chain illustrates each state, which is defined above. There are two classes of transition probability stated as:

\[
P_{Y_kX_{km}}: \text{The probability of transferring from the current state } Y_k \text{ to a perturbed state } X_{km} \text{ (Probability of variation)}.
\]

\[
P_{X_{km}Y_k}: \text{The acceptance probability of } X_{km} \text{ as a new parent } Y_k; \text{ this probability is non-zero when } f(X_{km}) < f(Y_k) \text{ (Probability of acceptance).}
\]

With attention to the type of reproduction operator used in the binary representation, probability of variation is calculated as follows:

\[
P_{Y_kX_{km}} = 1 - \left(\frac{1}{2}\right)^g \left[1 - \frac{1}{1 + \ln(g)}\right] \forall g \leq g_{\text{max}} \tag{8}
\]

As stated, \( g \) denotes the number of mutated genes and \( 1 - (1/(1 + \ln(g))) \) indicates the probability of crossover. \( (1/2)^g \) is related to the uniform merging we used and finally \( g_{\text{max}} \) represents the maximum length of a chromosome. Indeed, \( (1/2)^g \left[1 - (1/(1 + \ln(g)))\right] \) denotes probability of not having any changes. If \( g \) enlarges to \( g_{\text{max}} \) then:

\[
\lim_{g \to g_{\text{max}}} P_{Y_kX_{km}} \to 1
\]

Furthermore, acceptance probability of the new parent is equivalent to the following probability:

\[
P_{a_{X_{km}Y_k}} = \mathbb{P}\{f(X_{km}) < f(Y_k)\} \tag{9}
\]

As Lemma 2 states, \( \{X_k, k \in K_T\} \) represents a finite stochastic sequence therefore there is a natural number \( M \) so that for any \( m \geq M, \mathbb{P}\{f(X_{km}) < f(Y_k)\} = 1. \) This definitely implies that:

\[
\lim_{M \to \infty} \mathbb{P}\{f(X_{km}) < f(Y_k)\} = 1 \tag{10}
\]

Hence, after generating \( n \) parents \( n \geq N \), a lower bound \( N \) exists so that:

\[
P\{Y_0 \neq S_z | X_0 = \omega_0\} < \delta \quad \forall \ n > N
\]

This completes the proof. □

Lemma 5. In the aforementioned Markov chain, all \( Y_k \) and \( X_{km} \) represent transient states.
Proof. To prove Lemma 5, \( \eta_i \) and \( \eta_i^{(n)} \) are defined as follows:

\[ \eta_i = \sum_{n=1}^{\infty} \eta_i^{(n)} \]

(11)

It is a well-known fact that for in the case of \( \eta_i = 1 \), state \( i \) becomes recurrent and it becomes transient if \( \eta_i < 1 \) ([61] and [62]).

Now we proceed as follows.

For any state, \( Y_k \) we can easily have the following:

\[ \eta_{Y_k}^{(1)} = 0 \]

(12)

\[ \eta_{Y_k}^{(2)} = P_{Y_kX_km}(1 - P_{Y_kX_km}X_{km+1}) \]

\[ \eta_{Y_k}^{(3)} = 0 \]

\[ \cdot \]

\[ \eta_{Y_k}^{(n)} = \left\{ \begin{array}{ll} P_{Y_kX_km}(1 - P_{Y_kX_km}X_{km+1})^n & n \in E \\ 0 & n \in O \end{array} \right. \]

(13)

\[ \eta_{Y_k} \] indicates a geometric series with \( P_{Y_kX_km}(1 - P_{Y_kX_km}X_{km+1}) < 1 \). As a consequence, the sum of this series is equal to:

\[ \eta_{Y_k} = \sum_{n=1}^{\infty} \eta_{Y_k}^{(n)} = \frac{P_{Y_kX_km}(1 - P_{Y_kX_km}X_{km+1})}{1 - P_{Y_kX_km}(1 - P_{Y_kX_km}X_{km+1})} \]

(14)

According to Lemma 4, \( \lim_{t \to \infty} P_{X_{km+1}X_{km}} = 1 \) and hence \( \eta_{Y_k} = 0 \) implying that \( Y_k \) is a transient state. For \( X_{km} \), if \( f(X_{km}) < f(Y_k) \) then it will be accepted as a new parent else it will be discarded; hence the return probability to this state in long term equals zero and the proof is completed.

Lemma 6. In the abovementioned Markovian chain, \( X_e \) is a recurrent state.

Proof. Being situated in \( X_e \) state, the process abandons its state with probability \( P_{X_eX_{km}} \), and there is no any state like \( X \) in such that \( X \notin S_e \); hence \( P_{X_{km}Y} = 0 \). As a result when departing from \( X_e \) with probability \( P_{X_eX_{km}} \), the process returns to \( X_e \) with probability of one and Lemma 6 is easily done.

To conclude this section, the following theorem that theoretically demonstrates the ARO convergence to a global optimum in a finite time based on aforementioned lemmas is stated.

Theorem. Let \( f \) be a function defined on a subset \( S \subset \mathbb{R}^n \) and \{ \( Y_1, Y_2, Y_3, \ldots \) \} be the sequence of states generated by ARO. Assume that conditions C1 to C3 hold. Then for every initial state \( X_0 \), the sequence of function values \( f(Y_k), k \in K' \) for finite values of \( K \) converges to \( f \).

Proof. As stated by the above lemmas, if the algorithm begins from any random solution \( X_0 \in S \), after a finite number of iterations as indicated by Lemma 2 and Lemma 4, it will get to \( X_e \) and stays there forever due to Lemmas 5 and 6 stating that all states are transient excluding \( X_e \) which is an absorbing state. In other words, after a finite number of iterations the algorithm converges to \( X_e \). The proof of theorem is consequently accomplished.

6. ARO simulation and comparison with PSO

In this section, ARO simulation results are reported. Indeed, ARO was applied to optimize a number of benchmark functions listed in Table 5. In order to test ARO in different situations, various functions are accordingly selected. We examined ARO for three different dimensions including dimension 2, 5 and 10. To satisfy central limit theorem for statistical analysis, ARO run 30 times for each function. To simulate, MATLAB 7.4 and a computer with following properties were used:

- Core2Du with 2.8 GHz duration and 1 GB RAM.

Additionally, PSO (Kennedy & Eberhart’s version) with the same abovementioned conditions was used to compare with ARO. Tables 3–5 illustrates ARO and PSO simulation results for dimensions 2, 5 and 10. In these tables, the error goal is the criterion selected for algorithm to stop. Furthermore, average and standard deviation of run times of each algorithm, both in seconds, are informed.

Table 3 Comparison between run time of ARO and PSO in dimension 2.

<table>
<thead>
<tr>
<th>Function</th>
<th>Goal of function</th>
<th>ARO</th>
<th>S.D.</th>
<th>PSO</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>10e-30</td>
<td>0.1373</td>
<td>0.064</td>
<td>1.1594</td>
<td>0.491</td>
</tr>
<tr>
<td>2</td>
<td>10e-30</td>
<td>0.1433</td>
<td>0.078</td>
<td>0.9201</td>
<td>0.377</td>
</tr>
<tr>
<td>3</td>
<td>10e-30</td>
<td>4.7674</td>
<td>4.681</td>
<td>3.325</td>
<td>3.522</td>
</tr>
<tr>
<td>4</td>
<td>10e-30</td>
<td>0.089</td>
<td>0.098</td>
<td>1.343</td>
<td>0.8179</td>
</tr>
<tr>
<td>5</td>
<td>10e-30</td>
<td>0.13956</td>
<td>0.192</td>
<td>0.205</td>
<td>0.075</td>
</tr>
<tr>
<td>6</td>
<td>10e-30</td>
<td>0.075</td>
<td>0.067</td>
<td>21.917</td>
<td>0.6627</td>
</tr>
<tr>
<td>7</td>
<td>10e-30</td>
<td>0.4726</td>
<td>0.4220</td>
<td>4.67843</td>
<td>7.814</td>
</tr>
<tr>
<td>8</td>
<td>10e-30</td>
<td>0.10356</td>
<td>0.064</td>
<td>0.216</td>
<td>0.0250</td>
</tr>
<tr>
<td>9</td>
<td>10e-30</td>
<td>0.03608</td>
<td>0.0444</td>
<td>0.142</td>
<td>0.013</td>
</tr>
<tr>
<td>10</td>
<td>10e-30</td>
<td>0.8267</td>
<td>2.707</td>
<td>14.676</td>
<td>9.599</td>
</tr>
</tbody>
</table>

Table 4 Comparison between run time of ARO and PSO in dimension 5.

<table>
<thead>
<tr>
<th>Function</th>
<th>Goal of function</th>
<th>ARO</th>
<th>S.D.</th>
<th>PSO</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>10e-20</td>
<td>1.823</td>
<td>0.735</td>
<td>37.1835</td>
<td>14.13</td>
</tr>
<tr>
<td>2</td>
<td>10e-20</td>
<td>1.944</td>
<td>0.853</td>
<td>41.211</td>
<td>11.208</td>
</tr>
<tr>
<td>3</td>
<td>10e-20</td>
<td>39.5638</td>
<td>10.61</td>
<td>47.612</td>
<td>5.6222</td>
</tr>
<tr>
<td>4</td>
<td>10e-10</td>
<td>9.592</td>
<td>6.70</td>
<td>43.129</td>
<td>9.535</td>
</tr>
<tr>
<td>5</td>
<td>10e-10</td>
<td>2.571</td>
<td>2.575</td>
<td>2.0642</td>
<td>1.2397</td>
</tr>
<tr>
<td>6</td>
<td>10e-10</td>
<td>1.016</td>
<td>0.653</td>
<td>45.408</td>
<td>0.1050</td>
</tr>
<tr>
<td>7</td>
<td>10e-10</td>
<td>9.604</td>
<td>1.567</td>
<td>45.3458</td>
<td>0.081</td>
</tr>
<tr>
<td>8</td>
<td>10e-10</td>
<td>1.109</td>
<td>0.616</td>
<td>2.657</td>
<td>0.331</td>
</tr>
<tr>
<td>9</td>
<td>10e-10</td>
<td>4.273</td>
<td>6.16</td>
<td>8.6203</td>
<td>3.566</td>
</tr>
<tr>
<td>10</td>
<td>10e-9</td>
<td>19.0372</td>
<td>5.338</td>
<td>45.423</td>
<td>0.103</td>
</tr>
</tbody>
</table>

Table 5 Comparison between run time of ARO and PSO in dimension 10.

<table>
<thead>
<tr>
<th>Function</th>
<th>Goal of function</th>
<th>ARO</th>
<th>S.D.</th>
<th>PSO</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>10e-15</td>
<td>17.23</td>
<td>1.4307</td>
<td>85.520</td>
<td>0.586</td>
</tr>
<tr>
<td>3</td>
<td>10e-15</td>
<td>73.991</td>
<td>0.17</td>
<td>88.77</td>
<td>0.3157</td>
</tr>
<tr>
<td>4</td>
<td>10e-15</td>
<td>84.893</td>
<td>2.077</td>
<td>85.4955</td>
<td>0.2594</td>
</tr>
<tr>
<td>5</td>
<td>10e-15</td>
<td>9.405</td>
<td>8.014</td>
<td>55.537</td>
<td>6.945</td>
</tr>
<tr>
<td>6</td>
<td>10e-15</td>
<td>11.504</td>
<td>2.425</td>
<td>4.67843</td>
<td>7.814</td>
</tr>
<tr>
<td>7</td>
<td>10e-15</td>
<td>59.95</td>
<td>1.23</td>
<td>84.956</td>
<td>0.263</td>
</tr>
<tr>
<td>8</td>
<td>10e-15</td>
<td>8.04</td>
<td>2.82</td>
<td>7.039</td>
<td>0.64</td>
</tr>
<tr>
<td>9</td>
<td>10e-15</td>
<td>10.779</td>
<td>1.02</td>
<td>9.6083</td>
<td>0.9444</td>
</tr>
<tr>
<td>10</td>
<td>10e-9</td>
<td>49.754</td>
<td>0.174</td>
<td>84.963</td>
<td>0.217</td>
</tr>
</tbody>
</table>
Results stated in Tables 3–5 demonstrate that according to acquired times, ARO considerably operates in real time applications when the dimension of the problem increases. In addition, contours of functions 9 and 10 are depicted in Fig. 4 illustrating the trajectory that the parent passes through search space to reach the global optimum.

7. Conclusion

In this paper, ARO inspired from asexual reproduction is proposed as a new individual based algorithm to tackle both optimization and decision-making issues. Although there are different asexual reproduction mechanisms such as budding, binary composition, asexual reproduction of spore, asexual reproduction of plants, the ARO models the budding mechanism. The proposed ARO has several advantages which make it very appropriate device to solve the real time decision-making problems. These advantages which facilitate the ARO to effectively explore the search space and exploit from available information include but are not limited to the fast convergence time, no parameter setting, being model-free and biological foundations of ARO. Moreover, both real and binary versions of ARO are presented in the paper. In addition, the ARO convergence is comprehensively analyzed and a theorem is presented that proves the algorithm converges to the global optimum in a limited time. To prove its performance, ARO is tested through several benchmark functions with 3 different dimensions. Simulation results approve the ARO’s remarkable performance as compared with PSO. For the future, other abovementioned types of asexual reproduction mechanisms can be applied to develop a new model-free optimization algorithm. Additionally, ARO should be compared with other meta-heuristic optimization algorithms like GAs, CGAs, DE, etc. Finally, ARO can be used for real time applications such as neural networks training, control and filtering applications, combinatorial optimization problems, data mining and so on which some of them are currently under investigation and will be reported later (Fig. 5).
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